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Abstract 
 

A novel and universal method of video image text detection is proposed. A coarse-to-fine text 

detection method is implemented. Firstly, the spectral clustering (SC) method is adopted to 

coarsely detect text regions based on the stationary wavelet transform (SWT). In order to make 

full use of the information, multi-parameters kernel function which combining the features 

similarity information and spatial adjacency information is employed in the SC method. 

Secondly, 28 dimension classifying features are proposed and support vector machine (SVM) 

is implemented to classify text regions with non-text regions. Experimental results on video 

images show the encouraging performance of the proposed algorithm and classifying features. 
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1. Introduction 

At present, multimedia information in the Internet increases tremendously, especially for 

digital video. It is a pressing task to develop effective methods to manage and retrieve these 

multimedia resources by their content. Text, which carries high-level semantic information, is 

a kind of important object that is useful for this task. Caption text in news videos usually 

annotates information on where, when and who of the happening events. Sub-title in sport 

videos often annotates information of score, athlete and highlight. Compared with other image 

features, text is embedded into videos by human, which can directly reveal the video content in 

a certain point of view without requiring complex computation. Therefore, it has inspired a lot 

of research on text detection and recognition in videos [1]. The goal of text detection is to find 

image regions containing only text that can be directly highlighted to the user or fed into an 

optical character recognition (OCR) module for recognition. It is an essential step of text 

recognition.  

Text detection can be applied to many fields such as video coding based on content, robot 

vision system and video annotation. Although there are plenty of literatures[2]][3][4] on video 

annotation, they rely on visual contents. As texts in video images provide highly condensed 

and intuitionistic information about the content of video, text detection can well complement 

the existing video annotation methods. Video images text detection is similar to foreground 

extraction of the visual monitoring system[5][6][7] because they all extract the foreground 

from the whole image, the difference is that the foreground in v video images text detection are 

caption texts while in foreground extraction of the visual monitoring system are person, car 

and so on. However, due to complex backgrounds or various fonts, colors and sizes, text 

detection from video is a difficult and challenging task. 

Text detection methods can be approximately divided into three kinds: region based [8], 

edge based [9] [10] and texture based [11][12]. Region based methods use the properties of the 

color or gray-scale in a text region, and then group small components into successive larger 

components until all regions are identified in a video image [13]. This method can detect text 

quickly. However, when the background is complex, it may fail. Edge based method utilize 

abundant and various edge features of text to judge whether a region is text or non-text. As 

there are usually many strokes in text region, and the color and lightness of text present a 

striking contrast to the background, so the text region generally possess ample edge feature. 

This method is simple and effective, however, it is not robust when the size of text is large or 

the color of text and background is similar. Texture based methods regard text as a special 

texture. It usually divide the whole image into some blocks and extract texture features of each 

block, then use neural network (NN) or SVM to classify each block as text or non-text. The 

problem of texture-based methods is large computational complexity in the texture 

classification stage and it may confuse when text-like regions appear [14].  

Considering the existing problems, this paper hence proposes a novel and universal method 

of video text detection and obtains satisfying results. The wavelet coefficients energy feature 

is obtained by decomposing images using SWT [15]. It doesn’t need downsampling and the 

size of output images are the same as the input one. Then SC method [16]][17][18] is adopted 

for detecting text in video images. Compared to the traditional clustering algorithms such as 

k-means or single linkage [19], SC has many fundamental advantages. Results obtained by SC 

often outperform the traditional approaches, and it can be implemented simplely and be solved 

efficiently by standard linear algebra methods [20]. After getting text candidates, 
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density-based region growing method [21] is used to connect text pixels into text regions, then 

28 dimension classifying features are proposed and SVM is implemented to classify text 

regions with non-text regions. 

The remainder of the paper is organized as follows. In section 2, coarse-to-fine text 

detection is introduced. Experimental results and analysis are shown in section 3. At last, 

conclusion is drawn in section 4. 

2. Text Detection 

Text detection is to locate all kinds of text appearing in the video image. Here, we divide text 

detection into two steps: coarse detection and fine detection. The first step is to detect text 

regions precisely as far as possible. And the second step is to reject falsely located ones. 

2.1 Text Coarse Detection 

SWT shown in Fig. 1 is adopted for coarsely detecting text, where Q and G are the lowpass 

and highpass filter respectively. SWT is similar to Discrete Wavelet Transform (DWT) in that 

the high and low pass filters are applied to decompose the input image at each level. However, 

the filters in SWT don't need to subsample at each level. SWT gets better approximation than 

the DWT as it is redundant, linear and shift invariant, and the output images are the same size 

as the input one. It is greatly useful in representing the image features. 
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Fig. 1. Stationary wavelet transform 

As the color image and gray image of size 448 336  shown in Fig. 2 (a)-(b), three high 

frequency subband images LH, HL and HH obtained by SWT are shown in Fig. 2 (c)-(e) 

respectively. From these images we can see that large wavelet coefficients near or on the edge 

are thick white color compared to its background. So we select energy feature to reflect this 

change, the feature vector at pixel ( , )i j  is defined as  

 

1 2 3( , ) [ ]( , ) ( , ) ( , )E i j D DD i j i j i j , ,                                       (1) 

 

where, ( , ), 1,2,3kD i j k   is the coefficient of pixel ( , )i j  in LH, HL and HH subband 

images respectively. As ( , )E i j  is composed of three detail subbands, it can reflect the change 

of gray in direction of horizontal, vertical and diagonal. 

After getting feature vector, the SC method is applied to classify image pixels into two 

clusters: text candidates and background. The idea of the SC algorithm originates from 
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spectral graph partitioning theory [22]. It considers clustering as a problem of multi-way 

partitioning to undirected graph. Given a partitioning criterion, for example, normalized cut 

criterion proposed in [23], the SC method optimizes the criterion and makes the points in the 

same cluster have high similarity while in different clusters have low similarity [24].  

 

   

(a)                                                   (b)                                                 (c) 

   

(d)                                                   (e)                                                  (f) 

   

(g)                                                   (h)                                                  (i) 

Fig. 2. Intermediate steps in text location: (a) Color image, (b) Gray image, (c) Horizontal subband 

image(LH), (d) Vertical subband image(HL), (e) Diagonal subband image(HH), (f) Candidate text 

pixels, (g) Density-based region growing image, (h) Visible and (i) Text coarse detection result 

As belonging to pairwise grouping methods, the SC method requires to compare all data 

points for composing the affinity matrix. For instance, a given image of 256 256 pixels has 

65536 points, so the size of the generated affinity matrix will be 65536 65536 . This requires 

great cost of computation and storage. The Nyström method [25][26] is a better solution. It 

randomly chooses a small subset of pixels to do spectral grouping, and then extrapolates to the 

full set of pixels in the image. This method can substantially reduce the computational 

complexity in spectral clustering.  

In the original SC algorithm, the affinity matrix presenting the similarity information 

between datas is calculated as 
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where ( )iE x and ( )jE x  denote feature vector of pixel ix  and jx  respectively, ( , )S i j  is the 

similarity of the two samples, v  is the scaling parameter which represents the weightiness of 

features similarity. In this paper, we select multi-parameters kernel function to calculate the 

affinity matrix 
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where ( )iP x  and ( )jP x  denote the position of pixel ix  and jx  respectively, and c  is the 

scaling parameter which represents the weightiness of spatial adjacency. As the model 

combining the features similarity information and spatial adjacency information, it can get 

better clustering results. The procedure of the multi-parameters SC algorithm can be 

summarized in as follows: 
 

Input: the total number of pixels in image N , pixel set 1 2{ , , , }nX x x x , feature vector 

set 
3

1 2{ ( ), ( ), , ( )} N

NE x E x E x R    , the number of clusters K . 

(1) Construct the affinity matrix 
N N

S R


 defined by 
2 2

2 2
( , ) exp( ( ) ( ) / 2 ( ) ( ) / 2 )

v ci j i jS i j E x E x P x P x      . 

(2) Apply Nyström method to approximate the eigenvalues and eigenvectors of affinity 

matrix S . 

(3) Select the eigenvectors correspond with the K  largest eigenvectors to form matrix 
N KY R  . 

(4) Normalize each row in Y  to have unit length. 

(5) Set 
K

ig R  as the column vector of 'Y s row, use k-means or other algorithm to cluster 

{ | 1, , }iG g i N   in to K  clusters 1, , KC C . 

Output: pixel clusters 1, , KD D , where { | , },1i j j i jD x g C x X i K     . 

 

The outputs of the multi-parameters SC method are two clusters: text candidates and 

background. Usually, the number of text pixels is less than background pixels in video images. 

So a cluster is classified as text if its number of data is less than another cluster. The sample 

output of the SC algorithm is shown in Fig. 2-(f). After getting candidate pixels, we adopt 

density-based region growing method to connect text pixels into text regions as shown in Fig. 

2-(g). Then the horizontal and vertical boundaries of the text lines are found by projection 

profile analysis and the bounding boxes are fixed. A located text block is eliminated if its 

width or height is less than 10 pixels or area is less than 255 pixels. The located text blocks are 
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filled with the white color to make visible in Fig. 2-(h). Then the detected text blocks in color 

image are located as shown in Fig. 2-(i).  

2.2 Text Fine Detection 

From Fig. 2-(i) we can see that there are also some falsely detected non-text regions. In 

order to reduce false alarms, the following features are extracted for classifying. 

(1) Edge image statistical features: Sobel operator is adopted for calculating the edge image. 

In video images, text usually dispose horizontally or vertically and the words are mostly 

composed by horizontal, vertical and diagonal strokes. So the edges in 0
o
, 45

o
, 90

o 
and 135

o
 

direction can present the edge characteristic of text commendably. The following 4 features in 

each direction are calculated: 
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where iz  and ( )ih z  denote gray level and gray histogram of the edge image respectively. 

There are totally 4 4  features. 

(2)Wavelet moment features[21]: The intensity variance and spatial distribution of text and 

non-text are different. The mean and central moment features of wavelet coefficients are 

adopted to reflect these differences. The mean, second order and third order central moments 
are calculated as 
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where M  and N  are the width and height of image block respectively , and ( , )W i j  is the 

SWT coefficient. These 3 features are calculated in three high frequency subbands .There are 

totally 3 3  features. 
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(3)Cross count features: Fig. 3 shows the difference between binarized text and non-text 

images. There are frequent alternations of white and black pixels in binarized text images. 

However, this phenomenon does not occur in binarized non-text images.  

 

     

(a)                                                                      (b) 

    

(c)                                                                      (d) 

Fig. 3. Text and non-text images and their binarized images 

Cross count denotes the alternate frequency of white and black pixels in a certain direction. 

Horizontal cross count (HCC), vertical cross count (VCC) and diagonal cross count (DCC) are 

calculated as 
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where   denotes exclusive OR, and  ,p i j  is the pixel value in the binarized image. There 

are 3 features.  

After getting the 28-dimension feature vector, SVM is adopted as the classifier. It is a new 

universal learning machine based on the statistical learning theory [27]. It works by projecting 

the data into a higher-dimensional space and finding the optimal linear separator among 

different classes. SVM shows better generalization performance than traditional techniques, 

such as neural networks, in pattern classification. In experiments, the Radial Basis Functions 

(RBFs) is used in SVM and the parameters are obtained by the method of grid-search. 

3. Experiments and Analysis 

3.1 Experimental Setup 

3.1.1 Video Image Databases 

As there is no standard dataset available in literature, our own dataset is created. The videos 

including movies, news and sports are downloaded from several popular webs such as YouKu 

and CCTV. 400 frame images containing 1023 actual text blocks are extracted to make the test 

set. 28 dimension features are calculated and SVM is used to classify text blocks with non-text 

blocks. 
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3.1.2 Evaluation Criteria 

Recall, false alarm and accuracy rate are used to evaluate the performance of the methods. 

They are calculated respectively as 
 

Number of truly detected text block
Recall rate = 

Number of manually count actual text block
100%                           (14) 

 

Number of falsey detected text block
Falsely alarm rate = 

Number of (truly detected text block+falsey detected text block)
100%             (15) 

 

Number of (truly detected text block+truly detected non-text block)
Accurate rate = 

Number of (text block+non-text block)
100%          (16) 

 

3.2 Coarse Text Detection Experiments 

The aim of coarse text detection is to locate text regions and eliminate background regions as 

far as possible. In this paper, we adopted multi-parameters SC method to fulfill the task.  

3.2.1 Comparison to Other Clustering Methods 

As clustering algorithm is usually employed in coarse text detection, two other clustering 

methods are implemented for comparison: (1) k-means; (2) the original SC [20]. In the three 

methods, the same feature vector as formula (1) is adopted. Experiment on an example video 

image is shown in Fig. 4. The image is a news video frame. The candidate text pixels and text 

regions detected by k-means method and the original SC method are shown in Fig. 4 (a) and 

(b). and Fig. 4 (d) and (e). The text pixels are correctly classified. However, there are 

numerous background pixels classified falsely. However, from Fig. 4 (g), (h) and (i) we can 

see that there are less number of falsely detected background pixels. 

   

(a)                                                        (b)                                                           (c) 
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(d)                                                       (e)                                                          (f) 

   

(g)                                                       (h)                                                            (i) 

Fig. 4. Coarse text location results of a video image: (a) Candidate text pixels detected by k-means 

method, (b) Density-based region growing image, (c) Candidate text regions detected by k-means 

method, (d) Candidate text pixels detected by the original SC method, (e) Density-based region growing 

image, (f) Candidate text regions detected by the original SC method, (g) Candidate text pixels detected 

by the multi-parameters SC method, (h) Density-based region growing image and (i) Candidate text 

regions detected by the multi-parameters SC method 

Table 1 shows the performance of the three algorithms in the test dataset. k-means method 

gets the worst performance. As the multi-parameters kernel function which combining the 

similarity information features and spatial vicinity is adopted in the proposed method, it gets 

better performance than the original SC method as shown in Table 1.  

Table 1. Performance comparison of three clustering methods 

Methods Recall (%) False Alarm (%) 

Text detection based on k-means 95.5 18.3 

Text detection based on Original SC 96.8 11.3 

Proposed coarse text detection method 97.1 9.2 

 

3.2.2 Comparison to non-clustering methods 

In order to validate the performance of the proposed coarse text detection method, two other 

non-clustering algorithms are also implemented for comparison: (1) adaptive threshold 

method based on wavelet energy [21]; (2) multi-scale edge-based text detection algorithm [28]. 

The performance of the three algorithms is shown in Table 2. From it we can see that the recall 

rate of the proposed method is higher than the two clustering method, meanwhile, the false 

alarm is lower than the other two.  

Table 2. Performance comparison of three methods 

Methods Recall (%) False Alarm (%) 

Adaptive threshold method based on wavelet energy [21] 93.6 16.4 

Multi-scale edge-based text detection algorithm [28] 94.9 11.7 

Proposed coarse text detection method 97.1 9.2 
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3.3 Text Detection Experiments 

In this paper, text detection is divided to two steps. Firstly, the multi-parameters SC method is 

adopted to coarsely detect text regions based on SWT. Secondly, 28 proposed features and 

SVM are employed to classify text regions with non-text regions. In order to show the strength 

of the proposed text detection method, three existing methods [11] [28] [29] are implemented 

for comparison. Method [11] is based on wavelet features; method [28] is based on multiscale 

edge information; method [29] is based on gradient information. The performance of the four 

algorithms is shown in Table 3. It shows that the proposed method obtains the best text 

detection performance, wavelet features based method [11] and edge information based 

method [28] get the secondary results and gradient information based method [29] 

performances worst. 
 

Table 3. Performance comparison of four text detection methods 

Methods Recall (%) False Alarm (%) 

Wavelet features based method [11] 95.4 5.2 

Edge information based method [28] 94.6 7.9 

Gradient information based method [29] 73.2 12.5 

Proposed text detection method 96.2 3.1 

3.4 Comparison to Prior Classifying Features 

For the purpose of demonstrating the superiority of the proposed features, wavelet 

coefficients kurtosis features [30] and stroke second-order central moments features [31] are 

selected for comparison. All these features are measured by SVM. Fig. 5 shows the text and 

non-text samples for training. Table 4 shows performance of these three class classifying 

features. It is easily noticed that the proposed features obtains the best results. 

Table 4. Performance of classifying features 

Features Accuracy (%) 

Wavelet coefficients kurtosis features [30] 95.0 

Stroke second-order central moments features [31] 92.1 

Proposed features 97.9 

 

 

 

   

   

   

(a) 
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(b) 

Fig. 5. Train samples: (a) Text blocks and (b) Non-text blocks 

4. Conclusion 

This paper proposes a novel method of video image text detection. The method consists of two 

steps: coarse detection and fine detection. In the first step, SWT is adopted to calculate feature 

vector and the multi-parameters SC algorithm is implemented to locate text regions. Then in 

the second step, 28 features are proposed and SVM is employed for text regions refinement. It 

is illustrated that the proposed algorithm and classifying features work well in experiments. 
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