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The Estimation of Parameters to minimize the Energy Function
of the Piecewise Constant Model Using Three-way Analysis of
Variance
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The result of imaging segmentation becomes different with the parameters involved in the segmentation
algorithms; therefore, the parameters for the optimal segmentation have been found through a try and error.
In this paper, we propose the method to find the best values of parameters involved in the area-based active
contour method using three-way ANOVA. The segmentation result applied by three-way ANOVA is compared
with the optimal segmentation which is drawn by user. We use the global consistency rate for comparing two
segmentations. Finally, we estimate the main effects and interactions between each parameter using three-way
ANOVA, and then calculate the point and interval estimate to find the best values of three parameters. The
proposed method will be a great help to find the optimal parameters before working the motion segmentation
using piecewise constant model.
Key words :39 ¥ #3-2)(Three way ANOVA), 34 #-&(Image segmentation), 73+ A= F&(Piecewise
constant model), 5 & ¥HMain effect), 4328 & FH(Interaction effect)

I. Introduction Image segmentation is defined as the process that

subdivides an image into its constituent parts and
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extracts interested objects. Image segmentation is an
important role in image analysis, such as object
representation and feature extraction. Segmentation
methods are thresholding or clustering, edge-based
segmentation and region-based segmentation etc. In
particular, active contour method which is resulted from
the work of Kass, Witkin, and Terzopoulos[l] is
highlighted in the medical image processing. Active
contour models are classified edge-based models and
region-based models.

Edge-based models[1-5] find contours by minimizing
the edgy function which depends on its shape and
location within the image. The energy function is
composed of a weighted combination of internal and
external forces and stopping term. Edge-based models
segment only the limited region in the image; therefore,
these models depend on other mechanisms like
interaction with a user.

Area-based models[6-10] also look for the contours
by minimizing the energy function. These models have
the features such as the fact that stopping term does not
depend on the gradient of the image, and the initial
curve which can start anywhere in the image is quickly
evolved by an average variation of the inside and
outside curve.

These energy functions involve the scale parameters
which contribute to drive the zero level set toward the
object boundaries and to penalize the deviation of ¢
from a signed distance function during its evolution. As
the values of parameters change, the results of
segmentation are also varied. Hence, to find the optimal
values, the values of parameters are repeatedly altered
by users. If the parameters are optimal values, it is able
to minimize the energy function.

It is difficult to compare and evaluate the results of
various segmentations. Martin et al.[l11] quantify the
consistency between segmentations and find that
different human segmentations of the same image are
highly consistent. Heath et al.[12] performed the work

for evaluating edge detection algorithms. Hoover et al.
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[13] proposed a methodology for evaluating range image
segmentation algorithms.

In this paper, it is proposed to find the values of
optimal parameters to minimize the energy function of
the piecewise constant model using three-way analysis of
variance(ANOVA) which refers to an additive
decomposition of data into a grand mean, main effects,
possible interactions, and an error term. We consider a
quantitative measure for comparing two segmentations
and three parameters the weight of energy in the
contour(cx), the weight of outside energy in the contour
(B), and the step size for the update of the level set
function(y) which have the greatest effect to minimize
the energy function of the piecewise constant model.
Then, we evaluate the main effects and interactions of
three parameters.

An outline of the paper is as follows. In Section 2 we
briefly review on piecewise constant model. In Section
3 we introduce three-way analysis of variance modeling
to find the optimal parameters. In Section 4 we compare
and analyze the effects of parameters using three-way
ANOVA and show the results of segmentation in Visible
Human image. Finally, in Section 5 we end with a

conclusion.

II. Piecewise Constant Model

In first, let’s define the image domain as 2 C R?

and note the desired contours in an image wu, by I". We

also describe that {2 and {2 are the inside and outside
of I' respectively. In [9], to find the desired contours,
Vese and Chan simplified the restriction of the
Mumford-Shah function to piecewise constant function
u. Vese and Chan is made up of the fitting term and
some regularizing terms for the construction of /. Some
regularizing terms are given by the area inside I and

the length of I". This energy function[8] is written as
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where ¢ is the level set function, u, v, «, and 3

are nonnegative constants, and the constants ) and G,

are the average of image intensities in the region inside
and outside of the contour respectively. These are
defined by
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The Heaviside function H and the dirac function &

are defined as

H(Z):{l ifz>0

0 if 2<0
and
5(2) = L (2)

dz

In order to compute the Euler-Lagrange equations we

adopt a gradient descent approach and arrive at

% _
e
5,007« [ o-aluy = G+ 5y~ G

2)

Where the curvature term v o (Vo/|V ¢l)
can smooth the level set function by positive parameter

p and §, is a positive approximation of the delta

function & defined as
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Then, using Euler-Lagrange equations we can update
¢ by

Byv1 =0 0.(0) [uh—v—aluy = Q)+ 5luy = G|

@

where ~ is some small positive constant and
k=v « (Vo/IVel) .

. Three-Way Analysis of Variance Model

We evaluate the main effects and the interactions of
parameters to find optimal segmentation using the
energy function (1) of the piecewise constant model and
three-way ANOVA. We first define a quantitative
measure for comparing two segmentations of an image.
A segmentation consistency measure takes two

segmentations S}, S, as input and produces a

real-valued output in the range of 0 to 1, where 1.0
means complete consistency. We define that B(S) is the
set of pixels corresponding to segmentation 5. A Global
Consistency Rate (GCR)[14] is defined as:

GCR(S,.S,) =min{E(S,.5,).E(5,5)} (5)

where the .5) is the optimal segmentation which
makes preliminary arrangement by user, 5, is

segmentation found by piecewise constant model, and
E(Sl,SQ) 1s local refinement rate defined as

B(S,)N B(S.

E(Sl,SQ)ZZ( 1) 5)) ©
ZB(SU

Let Y denote GCR(S,,S,) for comparing

optimal segmentation 5 with S5, which depends on
three parameters «v;, (3;, and ~y; in equation (4), where

i, j, and k are levels of «, 3, and ~ respectively.
Data can be then described by an ANOVA model
including three main effects (a, (3, and ) and the
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interactions :

Yo :N“’ai“'ﬂﬂ'%+(aﬁ)ij+(0‘7)ik+(5'Y)jk+eijk
()
eijk ~ N(O,O'Q)

where 1=1,2,---,20, 7=1,2,---,20,
k=1,2,---,9, and p is the grand mean. The main

effect o, represents the weight of energy in the contour.
The main effect [3; represents the weight of outside
energy in the contour. The main effect 7, expresses the
step size for the update of ¢. The interaction (cf3);;
is the effect of combination between inside and outside
energy in the contour, (@), is the effect of
combination between the inside energy in the contour
and the step size, and (B’y)jk is the effect of
combination between outside energy in the contour and
the step size. The error term e, ;. represents the residual
variation due to iteration. The data ranges of main
effects «;, 3;, and ~y; are given by 0 < ; < 2.0,
0<f; <2.0,and 0<~; < 1.0 respectively.

IV. Implementation and Result

In this section, the optimal values of three parameters
«, (B, and  are found by using the three-way
ANOVA. For segmentation using piecewise constant
model, it is performed on a PC with Pentium 4
processor, 2.90GHZ, 2GB RAM, with Visual C++ on
Windows  XP, using  same
1 =0.001% 255 and v =1.0.

We first arrange the optimal segmentation for

parameters  of

comparing the segmentation calculated by piecewise
constant model. We extract the optimal segmentation by
using piecewise constant model, for which we set
a=0.5, 6=0.3, and y=0.1, and the given
image is a cross section of a human body around chest

in Fig. 1. Then we extract the segmentation while
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changing three parameters «, (3, and ~ of the energy
function (1) in the given range. The GCR is calculated
to compare the optimal segmentation with new extracted
segmentation.

In Fig. 2, we show the results of piecewise constant
model set as that three parameters are different values.
In the first row of Fig. 2, the result of piecewise
constant model given by «=0.1, 5=0.7, and
~v= 0.3 is hardly close to the optimal segmentation by
GCR=0.07235. In the third row of Fig. 2, the result of

piecewise constant model given by o« = 0.8, 3= 0.4,

and v=0.4 is nearly close to the optimal
segmentation of GCR=0.953178.

= oq =
Vi
,

Z3{a=0.5, 3=0.3, and y=0.1). Size=434X252.
Fig. 1 Segmentation .5, of the visible human image.
1st column: The initial contour; 2nd column: The

result using piecewise constant model(a = 0.5,
B=0.3, and y=0.1). Size=434 X 252.
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v=0.3, GCR=0.07235. & & &: o =0.3,
5—0.1, v=0.1, GCR= 0.541545. M| timj &:
a=08, =04, y=0.4, GCR=0.953178.
Fig. 2 Segmentation S, results of the visible human
image using piecewise constant model. 1st
column:(a =0.1, #=0.7, y=0.3, GCR=0.07235).
2nd column: (¢ =0.3, 3=0.1, y=0.1, GCR=
0.541545). 3rd column: (a=0.8, 3=0.4, y=0.4,
GCR=0.953178).

The result of three-way ANOVA for three parameters
«, 3, and
three parameters and interaction «x( in Table 1

~ is expressed in Table 1. The F-ratio of

represent to be a considerably significant difference
according to changing the level of three parameters for
the GCR. The F-ratio of the interaction ax~y and Ox-y
also shows to be a significant difference. In Fig. 3, 4,
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and 5, we show the significance of interactions axf3, «
xy and (3x-y, respectively. In order to find the largest

GCR in the mixing level cv;, 8,7y, , we calculate the

point and interval estimates. The point estimate shows
the largest GCR in @ = 2.0, 3=1.0, and v=0.1
as in Table 2. In 95% confidence interval yields 114
mixing levels, and produces 4 level mixing in the largest
GCR=1.0 as shown in Table 3.

E 1. g2 glo] 20 7HK|9] «, 20 7t

el 3, 9

RISy g 0l8% 38 HBEA. Z&¥S GCR
Table 1. Three—way analysis of variance for data on

20 alpha (), 20 beta (3), and 9 gamma (7) with
no replication.
Dependent Variable: GCR

Sum of | Degrees of | Mean )
Source F-ratio
square freedom | square
@ 85.316 19| 4.490| 2,199.674
16} 60.817 19| 3.201| 1,568.038
0 3.273 8| 0.409 200.411
axf 107.009 361| 0.296 145.209
axy 0.473 152 0.003 1.526
Oxy 3.865 152 0.025 12.457
error 5.895 2,888 | 0.002
sum 954.484 3,600
corrected | 266.649 3,599
sum
2. 2™ £=0l =20, 3=1.0, and y=0.12

x
=3} e A

=
Table 2. Point estimate
optimal level mixing a =2.0, 5=1.0, and y=0.1.

o 2k 4.

and interval estimate in

Point 95% Confidence interval
estimate Lower bound Upper bound
0.983365 0.943966771 1.0
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Table 3. The optimal conditions when GCR=1.0

Parameters
o g gl
0.5 0.3 0.1
1.0 0.6 0.1
1.5 0.9 0.1
2.0 1.2 0.1
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Fig. 3 Interaction between «; and (3;.
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Fig. 4 Interaction between a; and 7.
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Fig. 5 Interaction between ﬁj and ;.

V. CONCLUSION

In this paper, it proposes the method to find optimal
conditions of three parameters «, 3, and ~y involved in
the piecewise constant model using three-way ANOVA,
where three parameters are main effects which have the
greatest effect to minimize the energy function. The
optimal segmentation in an image is drawn by user
before finding the best conditions. This research is used
the global consistency rate for comparing the optimal
segmentation with new calculated segmentations. The
result of three-way ANOVA was able to find the best
conditions of three parameters which are close to the
optimal segmentation. The proposed method will be a
great help to find the optimal parameters before working
the motion segmentation by using the piecewise constant

model.
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