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A Novel Air Indexing Scheme for Window Query in
Non-Flat Wireless Spatial Data Broadcast

Seokjin Im, Hee Yong Youn, Jintak Choi, and Jinsong Ouyang

Abstract: Various air indexing and data scheduling schemes for
wireless broadcast of spatial data have been developed for energy
efficient query processing. The existing schemes are not effective
when the clients’ data access patterns are skewed to some items.
It is because the schemes are based on flat broadcast that does not
take the popularity of the data items into consideration. In this
paper, thus, we propose a data scheduling scheme letting the pop-
ular items appear more frequently on the channel, and grid-based
distributed index for non-flat broadcast (GDIN) for window query
processing. The proposed GDIN allows quick and energy efficient
processing of window query, matching the clients’ linear channel
access pattern and letting the clients access only the queried data
items. The simulation results show that the proposed GDIN signif-
icantly outperforms the existing schemes in terms of access time,
tuning time, and energy efficiency.

Index Terms: Air index, grid-based distributed index (GDIN), non-
flat wireless data broadcast, spatial queries.

L. INTRODUCTION

Wireless data broadcasting is an effective way for informa-
tion services supporting a massive number of mobile clients
since it can simultaneously accommodate any arbitrary num-
ber of clients [1]. Here the server disseminates data via a wire-
less channel in buckets as the smallest logical access unit. While
monitoring the channel, each client processes its own query in-
dependently and picks its desired data items on the channel. The
systems maintaining spatial data items provide location depen-
dent information services through a variety of spatial queries
such as window query and k nearest neighbor (kN N) query {2]-
[4].

Due to limited battery power, the clients operate in one of the
two modes: Active mode for listening to the wireless channel
and doze mode for saving the energy. The client’s performance
is characterized by access time and tuning time [1]. Access time
refers to the time elapsed from the time a given query is issued to
the time it is satisfied. Tuning time is the amount of time for the
client to stay in active mode during data access. Tuning time can
be reduced by means of air indexing in which the index informa-
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tion showing the broadcasting times of the items is interleaved
with data items. The air indexing scheme allows each client to
listen selectively to its only desired items.

The wircless data broadcast systems can be categorized by
the uniformity of the broadcast frequency of data items. In a flat
data broadcast, all data items are disseminated by the same fre-
quency in a broadcast cycle. In a non-flat data broadcast, popu-
lar data items are disseminated more frequently than unpepular
data items. Non-flat data broadcast, thus, reduces the average
access time in case of skewed data access patierns.

For a non-flat data broadcast, various data scheduling and in-
dexing schemes on the wireless channel have been researched
to minimize the access time and energy consumption required
for query processing. The existing data scheduling and indexing
schemes, however, are mostly based on non-spatial data items
[5]-[8], or flat data broadcast for spatial data items [2]-[4]. In
this paper we focus on non-flat data broadcast of spatial data
items over a single wireless channel to efficiently provide loca-
tion dependent information services. Here, we propose a data
scheduling scheme disseminating popular data items more fre-
quently, and a novel indexing scheme called grid-based dis-
tributed index for non-flat broadcast (GDIN) to support energy
efficient processing of window query. To the best of our knowl-
edge, this is the first work on indexing scheme targeting non-flat
broadcast of spatial data. The main objective of the proposed
approach is to allow quick access to popular items and energy
efficient query processing by extracting the desired items using
their original coordinates. It is achieved by employing the lin-
ear table structure matching the clients’ linear channel access
pattern. We evaluate the performance of the proposed GDIN
scheme by simulation and compare it with the existing schemes.
The simulation results show that the proposed scheme signifi-
cantly outperforms the existing schemes in terms of the access
time, tuning time and energy conservation.

The rest of the paper is organized as follows. Section II sum-
marizes the related works and Section 11 presents the proposed
GDIN scheme. In Section IV the performance of GDIN is evalu-
ated and compared. Finally, we conclude the paper in Section V.

II. THE RELATED WORKS

In this section we briefly discuss the existing works related to
non-flat broadcast and air indexing of spatial data items. In [5],
the authors proposed a data scheduling scheme on a wireless
channel called broadcast disk, which considers nonuniform data
access distribution. According to the access rate, data items are
grouped into several logical disks assigned to different broad-
cast frequencies. Popular items’ disks have higher broadcast fre-
quencies and data broadcasting occurs by circularly taking the
items from the disks according to their relative frequencies. As
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Fig. 1. The structure employed in the proposed scheme: (a) Data space D and its grid partition, (b) an example of data space D with 10 data items,

and (c) 4 x 4 grid for Fig. 1(b).

a result, the clients can quickly access popular items. In [6],
the authors proposed an optimal broadcast scheduling approach
considering nonuniform data access pattern of the clients. Also,
time-critical scheduling of data items was proposed in [7]. Re-
cently, an air indexing scheme called MHash was proposed for
energy-efficient query processing and optimized the access time
for non-flat broadcast [8]. These works are for non-flat broad-
cast of non-spatial data.

Wireless data broadcast of spatial data researched so far has
been based on flat broadcast. Various indexing schemes of spa-
tial data have been proposed for energy efficient query process-
ing in wireless data broadcast environments. In [2], the authors
propose Hilbert curve index (HCI) to efficiently support spa-
tial queries such as window query and kNN query, which em-
ploys B+ tree constructed on Hilbert curve (HC). It is obtained
with the integer numbers representing the locations of the data
items. HCI matches well the clients’ linear channel access pat-
tern. However, it causes the clients to consume excessive energy
for numerous candidate items to extract the queried items. In
[3], the distributed spatial index (DSI) over HC was proposed,
which adopts a distributed table to allow a quick start of query
processing. It shows improved performances compared to HCI.
However, it still causes the clients large energy consumption be-
cause of the same reason as HCL In [4], the authors proposed
cell-based distributed index (CEDI) for window query with two-
level tables indexing the grid space. It enables the clients to pro-
cess the given query energy efficiently by letting them listen to
only the queried data items using their original coordinates.

The existing schemes for spatial data mentioned above are
for flat broadcast. As a result, they cause long access time under
nonuniform distribution of data access. In this paper we develop

a scheme for window query targeting non-flat broadcast of spa-
tial data.

III. GRID-BASED DISTRIBUTED INDEX FOR
NON-FLAT BROADCAST

In this section we present the GDIN, which is based on grid
partition. The goal of GDIN is to efficiently support the window
query with query window qw in terms of the tuning and access
time in non-flat broadcast environments. Here, quw is a rectangle
defined by (LL,, LL,) and (U R, UR,), the coordinates of the
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Fig. 2. The scheduling of data items on the channel for the example of
Fig. 1{c).

lower-left and upper-right corner, respectively.

In order to achieve the goal, we partition data space D into
n x n grid for effective data scheduling on the wireless channel.
Fig. 1(a) shows data space D and its nn x n grid partition with §
as the length of all sides of the cells. As shown in Fig. 1(a), we
label the ith row of the grid as r; and the cell of the ¢th row and
jth column of the grid as ¢;;, here 0 < 4,7 <n — 1.

A. Data Scheduling on the Channel

In order to consider the popularity of spatial data in non-flat
broadcast, we define the area queried more frequently in D as
the hot area. We call a data item in the hot area as a hot data
item, denoted dj, and a cell containing the hot data items as a
hot cell. For example, Fig. 1(b) shows data space D with 10
data items from dg to dg, in which hot area is defined as shown.
The two data items, d3 and d4, in the hot area are defined as hot
data items and denoted as d3j, and d4y,. Fig. 1(c) showsa4 x 4
grid laid upon data space D in Fig. 1(b). Here, cell cp1 contain-
ing the two hot data items is defined as the hot cell.

The data items are scheduled in row major order on the wire-
less channel. For the scheduling, all the cells with data items
are placed in row major order. Then, for disseminating hot data
items more frequently than the other data items, all hot cells are
placed in the beginning of the transmission of every row. This
makes it possible for the clients to access hot data items quickly.
Fig. 2, for example, shows the scheduling of the data items of
Fig. 1(c). As a result, in an even data distribution with all rows
containing data items, hot cells are replicated n times, and the
clients can access hot items within 1/2n time of the broadcast
cycle in average.
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Fig. 3. The structure of broadcast channel with GDIN for the example of Fig. 1{(c).

B. Indexing Tables

GDIN employs tables for indexing rows, cells and data items
on the wireless channel. The tables are organized in two levels
as follows: The upper level row table, RT; of r;, containing the
information on the rows and the cells of r; having data items
and hot cells; the lower level cell table, CTj; of ¢y, containing
the information on the data items in c;. The row table and cell
table are not made if the row or cell is empty such as r; and cg;
of Fig. 1(c).

RT; is constructed as follows:

RT; = (i, HI,RI,CI),for0 <i<n-— 1. (1)
Hot cell information (HI): {< cap,tap > |0 < a, b<n—1}
where ¢,y is the hot cell containing hot data items and ¢ is
the time when C'T,;, of cgp is broadcast on the wireless chan-
nel.
Row information (RI): {< rq,t, > |0 < a <n— 1} where
74 18 the row having data items and ¢, is the time when RT,
of r, is broadcast on the wireless channel.
Cell information (C1): {< ¢ip, tip > | 0 < b < n — 1} where
;5 18 the non-empty cell belonging to r; and t;, is the time
when C'Ty, of ¢;; s broadcast on the wireless channel.
H1 differentiates the proposed indexing scheme from the ex-
isting ones. It enables the access to hot data items within 1/2n
of the length of a broadcast cycle under the assumption of even
distribution of data items over the entire area. With R and C1,
the clients can directly access their desired row or cell without
referring to other tables and get the information on empty rows
and cells. RI and CI provide the clients with multiple access
paths using the links leading to other row tables and cell tables,
which results in quick data access. For example, Fig. 3 shows
RTy of rg and we explain RT} in detail in subsection I1-C.

CTy is constructed as follows

CTy = ((i,), tar, (1€, te), (he, the), COTy)

for 0<4,7<n—1 2)

e t,, is the broadcasting time for the first row table appearing
immediately after c;; on the wireless channel.

e (nc,tpe): nc is the first regular cell appearing immediately
after c;; on the wireless channel and ¢, is the broadcasting
time for the cell table of nc.

(he,the): heis the first hot cell appearing immediately after
ci; on the wireless channel and 5, is the broadcasting time
for the cell table of hc.

COT;; (coordinate table): ((dz,dy), ta)|(ds, dy) is the coor-
dinates of data item, d,belonging to c;; and t is the time when
d 1s broadcast on the wireless channel.

tnr and t,. enable the clients to successively access the row
table and cell table. #;. forms a chain of broadcast time of hot
cells to allow the clients to successively access the hot cells.
COT;; enables the clients to extract the items of ¢;; in the query
window. For example, Fig. 3 shows C'T5; of ¢3p and we explain
CT3p in detail in subsection I1I-C.

C. Broadcast Channel Structure

With the proposed GDIN, the wireless broadcast channel is
structured as follows. Using the data scheduling mentioned in
subsection III-A, row table RT; is followed by hot cells and cells
in r;. Also, cell table C'T}; is followed by the data items within
that cell ¢;;.

Fig. 3, for example, shows the structure of the wireless broad-
cast channel based on the data scheduling shown in Fig. 2. In
Fig. 3, RT} is followed by hot cell co; and cell cgp and ¢gg in
rg. CTyg is followed by data item dy in cop.

Fig. 3 shows RT} of rg shown in Fig. 1{c). HI of RT} holds
the information of hot cell ¢3; and the link of HI denoted by
a thick straight line lets the clients access cg; directly. RI of
RT, holds the information of all rows with data items, i.e., g,
ro and r3. The links of RI denoted by thick curvy lines let them
access other row tables, RT, and R15. CI of RTj holds the
information of cells with data items in rg, i.e., cop and cge. The
links of CT denoted by thick dotted curvy lines let them access
¢po and cqo.

Also, Fig. 3 shows C'T3g of c3p shown in Fig. 1{c). Using
tar Of CT3g represented by a thin curvy line, the clients can
access RTy, the row table appearing immediately after C735q
on the channel. Also, they can access CT33 successively using
tnc represented by a thin dotted curvy line and access CTy; of
hot cell ¢o1 using £z, represented by a thin dotted straight line.
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Table 1. The parameters used in the simulation.

Parameter Description Setting |
DataSize The size of one data item 1024 Bytes
IDSize The size of the identifier representing row/ grid cell number 8 Bytes
FloatSize The size of one floating point number 8 Bytes
BucketSize | The size of one bucket 64 Bytes
WindowRatio | The ratio of one side of query window to one side of the test area 0.01, 0.04, 0.07, 0.1
N The number of data items 5922, 16000
Nhot The number of hot data items 0.1N
N, The number of window queries issued for one simulation condition 100,000
Ryot The portion of queries of N, accessing hot data items 0.5~1.0
Bandwidth The bandwidth of the wireless broadcast channel 1 Mbps

With COT;; of CTyp, the clients can filter out the data items
contained in a given query window among dr and dg.

D. Window Query Processing

With the proposed GDIN, each client processes indepen-
dently its own window query with the query window quw by
following 2 steps: (Step 1) determine (), which is the set of
the cells overlapped with the given qw. (Step 2) while accessing
the cells in @ using RT; and C'T;; on the channel, extract the
data items within qw from each accessed cell and then down-
load them from the wireless channel.

o Step 1. Each client determines () as

o=l 52 o [ e 2 i< [ 52}
where (LLy, LLy) and (UR., UR,) are the coordinates of the
lower-left and upper-right corner of quw, respectively, and § is the
length of all sides of the cells as mentioned earlier. For example,
@ is determined as {c10, ¢11, €20, co1 } for gw shown in Fig.1(c).
o Step 2. Using RT; and C'T;;, each client executes 3 tasks to
obtain its own query results as follows.

(Task 1) Determine t,, using RT; or CT;; accessed currently.
Here, t, is the broadcast time for the row or cell table to be
accessed for (). t,, guides the client to the first cell among the
ones within ) appearing on the channel immediately after RT;
or C'Ty; accessed currently. The procedure for this with RT; or
CTy; is as follows.

tn ¢ 00

forall < cup,tqp > in HI of RT;

if {(cap in Q) and (t,, > tap)} thent,, <+ tqp
forall < ¢;p,ts > in CI of RT;

if {(Cib in Q) and (tn > tib)} then ¢,, <« t;

forall < ry,t, > in RI of RT;

if {(r, overlapped with qw) and (t,, > t,)}

thent, « t,.

With RT; of r;,

With CT}; of ¢,
iy ¢ 00
if {(hcin Q) and (¢, > tpe)} then by, < the
if {(cg; and nc are in the same row ) and (t,, > t,¢)}
then t,, < t,celse t, < tn,.

(Task 2) Remove empty cells and the already accessed cell from
(2. When the client accesses R1;, it removes all the cells in each
empty row using RI of RT;. Then, it removes the empty cells of
r; using C'I of RT;, where row r; has data items. Also when the
client accesses CT5; of ¢;; in @, it removes the accessed cell ¢;;
from (). The procedure for this with RT; or CT}; is as follows.
With RT; of r;,

forallrowr, (0 <a<n-—1)

if (ro not in RI), remove all cells of 7, from @

forall cell cip inr; (0 < b <mn—1)

if (¢;p notin CT), remove ¢; from Q.

With CT;; of ¢;5, remove ¢;; from Q.

For example, when the client accesses RT5, using RI of RT;
it removes c1o and ¢;1; of the empty row 7 in Fig. 1(c) from
Q. Also using CI of RT; it removes from () the empty cell g
of r5 in Fig. 1(c). When the client accesses CT5; of cg1, it re-
moves the accessed cell co; from Q).

(Task 3) Extract the broadcasting time of the data items within
qw and download them. When the client accesses C'T;; of ¢;;(€
(), it extracts the data items within qw from all data items in ¢;;
using their coordinates included in COT};. Then it puts ¢4 for
each of the extracted items into dpQueue from COT;;. Here,
dpQueue is a queue keeping the broadcasting time. Then, the
client downloads them from the channel at the time in dpQueue.
For example, when the client accesses C'Th; on the channel,
using COT3, of CTyy it extracts d3;, within gw shown in
Fig. 1(c). It puts t43,, the broadcast time of d3;, on the chan-
nel, into dpQueue and then downloads d3;, from the channel at
tas, -

The algorithm for processing a given window query is pro-
vided in Algorithm 1. The algorithm shows the procedures for
the 2 steps and 3 tasks contained within step 2 mentioned above.
Step 1 is executed in line 1 and step 2 is performed by the while-
loop from line 3 to 19, respectively. The while-loop is repeated
until all the cells in () are accessed as shown in line 16 and then
Result is returned in line 20. ,

In step 2 with CTj;, the client executes the 3 tasks us-
ing from line 4 to 11. Task 1 is executed by the function
doTask1WithCT(-) in line 5, which returns ¢,. Task 2 is ex-
ecuted in line 7 and task 3 in lines 8 and 9, respectively. The
function doT'ask3WithCT(-) in line 8 returns the broadcast-
ing time for each data item within quw.
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Algorithm 1 WindowQuery

Input: qw, a query window
Output: Result, a set of data items belonging to qw

1: Q@ + the grid cells overlapped with quw; /l Step 1
2: Table + the indexing table firstly encountered after tuning-in;

3: while true de /] Step 2
4: if (Table is CTy; of c;;) then

5:  tn + doTaskiWithCT{}; // Task 1

6 if(cy; € Q) then

7: Remove ¢y from Q; /] Task 2

8 dpQueue ¢ doTask3WithCT(); / Task 3
9: Result «— all data items after accessing at the times in dpQueue;
10:  endif;

11: end if;

12: if (Table is RT; of r;) then

131 t, « doTaskiWithRT(); /f Task 1
14:  remove all the empty cells from @ with R and CI; /f Task 2

15: endif;

16: if( @ == ¢) then break;

17: else switch to the doze mode and wake up at £,,;
18: endif;

19: end while;

20: return Result ;

With RT;, the client executes task 1 and task 2 using
from lines 12 to 15. Task 1 is executed by the function
doTaskIWithRT () in line 13, which returns t,,, and task 2
in line 14, respectively.

IV. PERFORMANCE EVALUATION

In this section we evaluate the proposed GDIN in terms of
the access time, tuning time and energy consumption. Then, we
compare it with the existing indexing schemes for spatial data
items, i.e., HCI, DSI, and CEDI.

A. Simulation Environments

For this evaluation, we implemented the testbed with the dis-
crete time simulation package SimJava [9]. The testbed consists
of a broadcast server, a single wireless broadcast channel and
a mobile client. This is because all the clients are independent
of each other, i.e., each client processes independently its own
query and downloads its desired data items from the wireless
broadcast channel. As the network model used in the testbed,
we modeled direct-band network operated by Microsoft, which
is an FM radio-based broadcast network using FM radio subcar-
rier frequencies {11]. We assumed that the modeled network has
1 Mbps transmission rate of the wireless broadcast channel.

The simulations are conducted on two datasets, i.e., uni-
formly distributed dataset (UNIFORM) of 16, 000 items, and
real dataset (REAL) of 5922 cities of Greece. The parameters
used in the simulation are shown in Table 1. Here, R}, indicates
the skewness of the queries issued to hot data items and Ny R0t
is the number of queries accessing hot data items among N,
queries. For each simulation run, the average access time and
tuning time are obtained in units of buckets after N, queries are
executed.

Due to space limitation, we report the simulation results with
n = 16 for GDIN and CEDI as the default value. For fair com-
parisons with HCI, we set the number of replication of index
information on the wireless channel to the value minimizing the
access time with HCI. For the same reason, the exponential base
of DSI is set to 2.
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Fig. 4. The comparison of the length of a broadcast cycle and the ac--
cess time for REAL dataset: (a) The comparison of the length of a
broadcast cycle, (b} the access time with different Ry, and (c) the
access time with different window ratio.

B. Comparison of Bcast and Access time

In this section, we compare the proposed GDIN with the ex-
isting schemes in terms of Bcast, the length of a broadcast cycle,
and the access time.

Fig. 4(a) shows Bcast of the compared indexing schemes
for REAL dataset. Bcast of GDIN is much longer than other
schemes because GDIN is for non-flat broadcast scheme, in
which hot data items are replicated n times while other schemes
are for flat broadcast. Beast of GDIN for UNIFORM dataset
also has the same trend with that for REAL dataset. The longer
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Beast of GDIN by a single broadcast channel may cause the
access time for unpopular data items to be excessively long.
However, GDIN targets accessing popular data items quickly
and reducing the average access time of unpopular and popu-
lar data items in the skewed data access patterns. We show that
GDIN outperforms other schemes in the average access time on
various skewed data access patterns as shown in the following
simulation results.

From now on, we compare the access time. Fig. 4(b) shows
the access time for REAL dataset with various Ry, values.
Here, WindowRatio is 0.04. Observe from the figure that
GDIN outperforms the other schemes if Ry,q; is greater than 0.5.
As Ry increases, i.e., the client’s data access pattern is more
skewed to hot items, the access time of GDIN decreases. This is
because GDIN allows the client to access hot data items quickly
by replicating them 7 times on the channel using the indexing
information on hot cells., With UNIFORM dataset, the access
time of GDIN shows the same trend as with REAL dataset which
is about 52%, 44%, and 40% of that of CEDI, DSI, and HCI, re-
spectively, when Ry is 0.8.

Fig. 4(c) shows the access time for REAL dataset with var-
tous WindowRatio values when Ry is 0.8. It shows that
the proposed GDIN also enables the client to access hot items
more rapidly than other schemes when the data access pattern is
skewed regardless of WindowRatio values. With UNIFORM
dataset, the access time of GDIN is about 43%, 39%, and 44%
of that of CEDI, DSI, and HCI, respectively, for Window Ratio
of 0.1.

C. Comparison of Tuning Time

In this section, GDIN is compared with other schemes in
terms of the tuning time. Fig. 5(a) shows the tuning time for
REAL dataset with various R}, values when WindowRatio
is 0.04. Observe that the tuning time of GDIN is much shorter
than that of DSI and HCI, and almost same as CEDI. This is
because GDIN and CEDI make the client access only the tar-
get data items residing in the given gw by extracting them using
their original coordinates before accessing them, while HCI and
DSI et the client extract them after making accesses to exces-
sive candidate data items.

The tuning time of GDIN increases as Ry, increases since
the number of data items in the given qw belonging to hot
area becomes larger than that of data items in the gw belong-
ing to non-hot area. Note that we set the area dense with data
items as hot area. However, with UNIFORM dataset, the tun-
ing time of GIDN is almost constant since the number of data
items in the given gw are same regardless of the position of
the gqw. With UNIFORM dataset, the tuning time of GDIN is
about 99%, 47%, and 3% of that of CEDI, DSI, and HCI for
WindowRatio = 0.04 and Ry, of 0.8.

In Fig. 5(b), we compare the tuning time of GDIN with those
of other schemes for various WindowRatio values when Rioq
is 0.8 for REAL dataset. GDIN has almost the same tuning time
as CEDI but shorter than that of HCI and DSI due to the reason
mentioned above. With UNIFORM dataset, the tuning time of
GDIN is about 99%, 65%. and 15% of that of CEDI, DSI, and
HCI for WindowRatio = 0.1 and Ryt of 0.8.
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D. Practical Implications

In this section, we show the practicality of the proposed
GDIN with the amount of the average energy, Fy, consumed by
the client during processing N, queries. F, is computed with
real energy parameters by following energy model {12]

3

Eq = faTtuning + 6d(Tauccess - Tfuning}-

Here, &, and ¢4 are the amount of energy consumed in active
and doze mode per second, respectively. Tiuning and Taccess are
the average tuning and access time in seconds, respectively. The
first term of (3) is the amount of the average energy consumed
in active mode. The second term is the amount of the average
energy consumed in doze mode, where, (Taccess — Tiuning) 18 the
average time length for the client to stay in doze mode during
processing NV, queries.

For £, and &4 in (3), we take two components of the client
into consideration, i.e., CPU and network interface card (NIC),
operating in active mode and doze mode, respectively. Table 2
shows the value of £, and £4 by CPU and NIC [10]. Thus, the
client consumes 25.16 mW/sec in doze mode and 1150 mW/sec
in active mode, respectively.

On the simulation condition of WindowRatio = 0.04 and
Ryot = 0.8 with REAL dataset, the tuning time by the proposed
GDIN is 397 buckets, i.e., Tiuning = 0.2 sec. Therefore, the en-
ergy consumption in active mode is 0.2 sec x 1150 mW/sec, i.e.,
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Fig. 6. The comparison of the energy consumption for REAL dataset:
(a) The energy consumption with different Ry and (b) the energy
consumption with different window ratio.

Table 2. Energy consumption of the client (in mW/sec).

Model £d €a
CPU | StrongARM SA-1100 | 0.16 | 400
NIC | RangeLAN27401/02 | 25 | 750

0.23 J. The access time is 37840 buckets, i.e., Toccess = 19.2
sec. Therefore, the time length for the client to stay in doze
mode, i.e., (Taccess — Liuning), 18 19.2 sec — 0.2 sec = 19.0
sec. The energy consumption in doze mode is 19.0 sec x 25.16
mW/sec, i.e., 0.478 J. The total energy consumption is 0.23 J +
0.478 J, i.e., 0.708 J. On the same simulation condition and by
the same computation, the energy consumptions by CEDI, DSI
and HCI are 1.2J, 1.6 J, and 4.5 J, respectively. This means that
GDIN makes it possible for the client to process queries 1.63,
2.25, and 6.32 times more than by CEDI, DSI, and HCI with the
same amount of energy, respectively. This shows that how prac-
tical the proposed GDIN is over the existing schemes in skewed
data access pattern.

Next, we compare energy consumption of the client on vari-
ous simulation conditions. Fig. 6(a) shows the amount of energy
consumed by the client for REAL dataset with various R}, val-
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ues and WindowRatio value of 0.04. It reveals that the pro-
posed GDIN requires significantly lower energy consumption
than the others in case of more skewed data access because of
the shorter access and tuning time. With UNIFORM dataset, the
energy consumption with GDIN is about 57%, 45%, and 14%
of that with CEDI, DSI, HCI for WindowRatio = 0.04 and
Ryes of 0.8. Fig. 6(b) shows the energy consumption for var-
ious WindowRatio values with Ryt value of 0.8 for REAL
dataset. The proposed GDIN outperforms the other schemes for
the reason mentioned above. With UNIFORM dataset, energy
consumption with GDIN is about 62%, 47%, and 21% of that of
CEDI, DSI, and HCI for WindowRatio = 0.1 and Ry of 0.8.

V. CONCLUSION

In this paper we have addressed the problém of window
queries in non-flat broadcast of spatial data. We proposed a
novel indexing scheme, GDIN, considering the clients’ data ac-
cess patterns. GDIN enables clients to access quickly the data
items especially when the query of data items is skewed. It is
based on n X n grid structure employing tables in two levels:
row tables carrying the information on the rows, cells, and hot
data items; and cell tables carrying the information on the data
items in the respective cells. Performance evaluation by simu-
lation demonstrates that the proposed GDIN significantly out-
performs the existing schemes, CEDI, HCI, and DSI, in terms
of access time, tuning time, and energy consumption under the
skewed data access for spatial data. As for future work, we are
investigating kN N search in non-flat broadcast environments.
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