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#### Abstract

In investigation of boundary-value problems for certain partial differential equations arising in applied mathematics, we often need to study the solution of system of partial differential equations satisfied by hypergeometric functions and find explicit linearly independent solutions for the system. Here we choose the Exton functions $X_{1}$ and $X_{2}$ among his twenty functions to show how to find the linearly independent solutions of partial differential equations satisfied by these functions $X_{1}$ and $X_{2}$.


## 1. Introduction and Preliminaries

Solutions of many applied problems involving thermal conductivity and dynamics, electromagnetic oscillation and aerodynamics, quantum mechanics and potential theory are obtainable with the help of hypergeometric (higher and special or transcendent) functions [2, 3, 4, 5]. Functions of such kind are often referred to as special functions of mathematical physics. They mainly appear in the solution of partial differential equations which are dealt with harmonic analysis method (see [6]). In view of various applications, it is interesting in itself and seems to be very important to conduct a continuous research of multiple hypergeometric functions. For instance, in [18], a comprehensive list of hypergeometric functions of three variables as many as 205 is recorded, together with their regions of convergence. It is noted that Riemann's functions and the fundamental solutions of the degenerate second-order partial differential equations are expressible by means of hypergeometric functions

[^0]of several variables (see $[7,8,9,11,12,13,14,15,16,17,19,20]$ ). Therefore, in investigation of boundary-value problems for these partial differential equations, we need to study the solution of the system of hypergeometric functions and find explicit linearly independent solutions (see $[12,13,14,15,16]$ ).

Here, we choose the Exton functions $X_{1}$ and $X_{2}$ defined, respectively, by the following triple series (see [10]):

$$
\begin{equation*}
X_{1}\left(a_{1}, a_{2} ; c_{1}, c_{2} ; x, y, z\right)=\sum_{m, n, p=0}^{\infty} \frac{\left(a_{1}\right)_{2 m+2 n+p}\left(a_{2}\right)_{p}}{\left(c_{1}\right)_{m}\left(c_{2}\right)_{n+p} m!n!p!} x^{m} y^{n} z^{p} \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{2}\left(a_{1}, a_{2} ; c_{1}, c_{2}, c_{3} ; x, y, z\right)=\sum_{m, n, p=0}^{\infty} \frac{\left(a_{1}\right)_{2 m+2 n+p}\left(a_{2}\right)_{p}}{\left(c_{1}\right)_{m}\left(c_{2}\right)_{n}\left(c_{3}\right)_{p} m!n!p!} x^{m} y^{n} z^{p} \tag{1.2}
\end{equation*}
$$

to find the linearly independent solutions of partial differential equations satisfied by these functions. The regions of convergence of these functions $X_{1}$ and $X_{2}$ are given in [18].

## 2. The system of partial differential equations for $X_{1}$

According to the theory of multiple hypergeometric functions (see [1]), the system of partial differential equations for the Exton hypergeometric function $X_{1}$ is readily seen to be given as follows:

$$
\left\{\begin{align*}
&\left(c_{1}+x \frac{\partial}{\partial x}\right)\left(x \frac{\partial}{\partial x}+1\right) x^{-1} u  \tag{2.1}\\
& \quad\left(a_{1}+2 x \frac{\partial}{\partial x}+2 y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}+1\right)\left(a_{1}+2 x \frac{\partial}{\partial x}+2 y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}\right) u=0 \\
&\left(c_{2}+y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}\right)\left(y \frac{\partial}{\partial y}+1\right) y^{-1} u \\
& \quad\left(a_{1}+2 x \frac{\partial}{\partial x}+2 y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}+1\right)\left(a_{1}+2 x \frac{\partial}{\partial x}+2 y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}\right) u=0
\end{align*} \quad \begin{array}{r}
\left(c_{2}+y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}\right)\left(z \frac{\partial}{\partial z}+1\right) z^{-1} u-\left(a_{1}+2 x \frac{\partial}{\partial x}+2 y \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}\right)\left(a_{2}+z \frac{\partial}{\partial z}\right) u=0
\end{array}\right.
$$

where $u=X_{1}\left(a, b ; c_{1}, c_{2}, c_{3} ; x, y, z\right)$.
Now by making use of some elementary calculations, we find the following system of second order partial differential equations:
$(2.2)\left\{\begin{array}{c}x(1-4 x) u_{x x}-8 x y u_{x y}-4 x z u_{x z}-4 y z u_{y z}-4 y^{2} u_{y y}-z^{2} u_{z z}+\left[c_{1}-2\left(2 a_{1}+3\right) x\right] u_{x} \\ -2\left(2 a_{1}+3\right) y u_{y}-2\left(a_{1}+1\right) z u_{z}-a_{1}\left(a_{1}+1\right) u=0 \\ y(1-4 y) u_{y y}-4 x^{2} u_{x x}-8 x y u_{x y}-4 x z u_{x z}+z(1-4 y) u_{y z}-z^{2} u_{z z}-2\left(2 a_{1}+3\right) x u_{x} \\ +\left[c_{2}-2\left(2 a_{1}+3\right) y\right] u_{y}-2\left(a_{1}+1\right) z u_{z}-a_{1}\left(a_{1}+1\right) u=0 \\ z(1-z) u_{z z}-2 x z u_{x z}+y(1-2 z) u_{y z}-a_{2} 2 x u_{x}-2 a_{2} y u_{y} \\ +\left[c_{2}-\left(a_{1}+a_{2}+1\right) z\right] u_{z}-a_{1} a_{2} u=0 .\end{array}\right.$

It is noted that three equations of the system (2.2) are simultaneous, because the hypergeometric function $X_{1}$ satisfies the system. Now in order to find the linearly independent solutions of the system (2.2) we consider $u$ as in the form $u=x^{\tau} y^{\nu} z^{\lambda} w$, where $w$ is an unknown function, and $\tau, \nu$, and $\lambda$ are constants which are to be determined. So, substituting $u=x^{\tau} y^{\nu} z^{\lambda} w$ into the system (2.2), we obtain

$$
\left.\begin{array}{l}
x(1-4 x) w_{x x}-8 x y w_{x y}-4 x z w_{x z}-4 y z w_{y z}-4 y^{2} w_{y y}-z^{2} w_{z z} \\
+\left\{\left(2 \tau+c_{1}\right)-2\left[2\left(2 \tau+2 \nu+\lambda+a_{1}\right)+3\right] x\right\} w_{x}-2\left[2\left(2 \tau+2 \nu+\lambda+a_{1}\right)+3\right] y w_{y} \\
-2\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+1\right] z w_{z}
\end{array} \quad-\quad-\left\{-\frac{\tau\left(\tau-1+c_{1}\right)}{x}+\left(2 \tau+2 \nu+\lambda+a_{1}\right)\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+1\right]\right\} w=0\right\}
$$

It is noted that the system (2.3) is analogical to the system (2.2). Therefore, it is required that the following conditions should be satisfied:

$$
\left\{\begin{array}{l}
\tau\left(\tau-1+c_{1}\right)=0  \tag{2.4}\\
\nu=0 \\
\nu\left(\nu+\lambda-1+c_{2}\right)=0 \\
\lambda=0 \\
\lambda\left(\nu+\lambda-1+c_{2}\right)=0
\end{array}\right.
$$

It is not difficult to see that the system (2.4) satisfies the following solutions:

|  | 1 | 2 |
| :---: | :---: | ---: |
| $\tau:$ | 0 | $1-c_{1}$ |
| $\nu:$ | 0 | 0 |
| $\lambda:$ | 0 | 0 |

Finally, substituting 2 solutions of the system (2.4) into (2.3), we find the following linearly independent solutions of the system (2.2):

$$
\begin{gather*}
u_{1}=X_{1}\left(a_{1}, a_{2} ; c_{1}, c_{2} ; x, y, z\right)  \tag{2.6}\\
u_{2}=x^{1-c_{1}} X_{1}\left(2-2 c_{1}+a_{1}, a_{2} ; 2-c_{1}, c_{2} ; x, y, z\right) \tag{2.7}
\end{gather*}
$$

Therefore, it is seen that the global solution of the system (2.2) is combined to be in the form

$$
\begin{equation*}
u=k_{1} u_{1}+k_{2} u_{2} \tag{2.8}
\end{equation*}
$$

where $k_{i}(i=1,2)$ are constants.

## 3. The system of partial differential equations for $X_{2}$

By using the same method as in Section 2, we obtain the following system of partial differential equations satisfied by the Exton function $X_{2}$ :

$$
\left\{\begin{array}{l}
x(1-4 x) u_{x x}-4 y^{2} u_{y y}-z^{2} u_{z z}-8 x y u_{x y}-4 x z u_{x z}-4 y z u_{y z}+  \tag{3.1}\\
{\left[c_{1}-2\left(2 a_{1}+3\right) x\right] u_{x}-2\left(2 a_{1}+3\right) y u_{y}-2\left(a_{1}+1\right) z u_{z}-a_{1}\left(a_{1}+1\right) u=0} \\
y(1-4 y) u_{y y}-4 x^{2} u_{x x}-z^{2} u_{z z}-8 x y u_{x y}-4 x z u_{x z}-4 y z u_{y z}+ \\
{\left[c_{2}-2\left(2 a_{1}+3\right) y\right] u_{y}-2\left(2 a_{1}+3\right) x u_{x}-2\left(a_{1}+1\right) z u_{z}-a_{1}\left(a_{1}+1\right) u=0} \\
z(1-z) u_{z z}-2 x z u_{x z}-2 y z u_{y z}+\left[c_{3}-\left(a_{1}+a_{2}+1\right) z\right] u_{z} \\
-2 a_{2} x u_{x}-2 a_{2} y u_{y}-a_{1} a_{2} u=0
\end{array}\right.
$$

where

$$
u=X_{2}\left(a_{1}, a_{2} ; c_{1}, c_{2}, c_{3} ; x, y, z\right)
$$

Now in order to find the linearly independent solutions of the system (3.1) we consider $u$ as in the form $u=x^{\tau} y^{\nu} z^{\lambda} w$, where $w$ is an unknown function, and $\tau, \nu$, and $\lambda$ are constants which are to be determined. So,
substituting $u=x^{\tau} y^{\nu} z^{\lambda} w$ into the system (3.1), we obtain

$$
\left\{\begin{array}{c}
x(1-4 x) w_{x x}-4 y^{2} w_{y y}-z^{2} w_{z z}-8 x y w_{x y}-4 x z w_{x z}-4 y z w_{y z} \\
\quad+\left\{2 \tau+c_{1}-2\left[2\left(2 \tau+2 \nu+\lambda+a_{1}\right)+3\right] x\right\} w_{x}-2\left[2\left(2 \tau+2 \nu+\lambda+a_{1}\right)+3\right] y w_{y} \\
-2\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+1\right] z w_{z} \\
-\left\{-\tau\left(\tau-1+c_{1}\right) x^{-1}+\left(2 \tau+2 \nu+\lambda+a_{1}\right)\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+1\right]\right\} w=0 \\
y(1-4 y) w_{y y}-4 x^{2} w_{x x}-z^{2} w_{z z}-8 x y w_{x y}-4 x z w_{x z}-4 y z w_{y z} \\
\quad+\left\{2 \nu+c_{2}-2\left[2\left(2 \nu+2 \tau+\lambda+a_{1}\right)+3\right] y\right\} w_{y}-2\left[2\left(2 \tau+2 \nu+\lambda+a_{1}\right)+3\right] x w_{x} \\
-2\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+1\right] z w_{z} \\
-\left\{-\nu\left(\nu-1+c_{2}\right) y^{-1}+\left(2 \tau+2 \nu+\lambda+a_{1}\right)\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+1\right]\right\} w=0 \\
z(1-z) w_{z z}-2 x z w_{x z}-2 y z w_{y z}+\left\{2 \lambda+c_{3}-\left[\left(2 \tau+2 \nu+\lambda+a_{1}\right)+\left(\lambda+a_{2}\right)+1\right] z\right\} w_{z} \\
-2\left(\lambda+a_{2}\right) x w_{x}-2\left(\lambda+a_{2}\right) y w_{y}-\left[-\lambda\left(\lambda-1+c_{3}\right) z^{-1}+\left(2 \tau+2 \nu+\lambda+a_{1}\right)\left(\lambda+a_{2}\right)\right] w=0
\end{array}\right.
$$

Naturally, it is required that the following conditions should be satisfied:

$$
\left\{\begin{array}{c}
\tau\left(\tau-1+c_{1}\right)=0  \tag{3.3}\\
\nu\left(\nu-1+c_{2}\right)=0 \\
\lambda\left(\lambda-1+c_{3}\right)=0
\end{array}\right.
$$

It is readily seen that the system (3.3) has the following eight solutions:

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tau:$ | 0 | $1-c_{1}$ | 0 | 0 | $1-c_{1}$ | $1-c_{1}$ | 0 | $1-c_{1}$ |
| $\nu:$ | 0 | 0 | $1-c_{2}$ | 0 | $1-c_{2}$ | 0 | $1-c_{2}$ | $1-c_{2}$ |
| $\lambda:$ | 0 | 0 | 0 | $1-c_{3}$ | 0 | $1-c_{3}$ | $1-c_{3}$ | $1-c_{3}$ |

Furthermore, substituting 8 solutions of the system (3.4) into the system (3.2), we get the following linearly independent solutions:

$$
\begin{gather*}
u_{1}=X_{2}\left(a_{1}, a_{2} ; c_{1}, c_{2}, c_{3} ; x, y, z\right),  \tag{3.5}\\
u_{2}=x^{1-c_{1}} X_{2}\left(2-2 c_{1}+a_{1}, a_{2} ; 2-c_{1}, c_{2}, c_{3} ; x, y, z\right),  \tag{3.6}\\
u_{3}=y^{1-c_{2}} X_{2}\left(2-2 c_{2}+a_{1}, a_{2} ; c_{1}, 2-c_{2}, c_{3} ; x, y, z\right),  \tag{3.7}\\
u_{4}=z^{1-c_{3}} X_{2}\left(1-c_{3}+a_{1}, 1-c_{3}+a_{2} ; c_{1}, c_{2}, 2-c_{3} ; x, y, z\right),  \tag{3.8}\\
u_{5}=x^{1-c_{1}} y^{1-c_{2}} X_{2}\left(4-2 c_{1}-2 c_{2}+a_{1}, a_{2} ; 2-c_{1}, 2-c_{2}, c_{3} ; x, y, z\right),  \tag{3.9}\\
u_{6}=x^{1-c_{1}} z^{1-c_{3}} X_{2}\left(3-2 c_{1}-c_{3}+a_{1}, 1-c_{3}+a_{2} ; 2-c_{1}, c_{2}, 2-c_{3} ; x, y, z\right),  \tag{3.10}\\
u_{7}=y^{1-c_{2}} z^{1-c_{3}} X_{2}\left(3-2 c_{2}-c_{3}+a_{1}, 1-c_{3}+a_{2} ; c_{1}, 2-c_{2}, 2-c_{3} ; x, y, z\right),  \tag{3.11}\\
u_{8}=x^{1-c_{1}} y^{1-c_{2}} z^{1-c_{3}} X_{2}\left(5-2 c_{1}-2 c_{2}-c_{3}+a_{1}, 1-c_{3}+a_{2} ; 2-c_{1}, 2-c_{2}, 2-c_{3} ; x, y, z\right) .  \tag{y,z}\\
(3.12
\end{gather*}
$$

Thus, the global solution of the system for the Exton function $X_{2}$ is presented in the following form:

$$
\begin{equation*}
u=\sum_{j=1}^{8} k_{j} u_{j} \tag{3.13}
\end{equation*}
$$

where $k_{i}(i=1,2, \ldots, 8)$ are constants.

## References

[1] P. Appell and J. Kampé de Fériet, Fonctions Hypergeometriques et Hyperspheriques; Polynomes d'Hermite, Gauthier - Villars, Paris, 1926.
[2] L. Bers, Mathematical Aspects of Subsonic and Transonic Gas Dynamics, Wiley, New York, 1958.
[3] F.I. Frankl, Selected Works in Gas Dynamics, Nauka, Moscow, 1973.
[4] A.W. Niukkanen, Generalized hypergeometric series arising in physical and quantum chemical applications, J. Phys. A: Math. Gen. 16 (1983) 1813-1825.
[5] G. Lohofer, Theory of an electromagnetically deviated metal sphere. 1: Absorbed power, SIAM J. Appl. Math. 49 (1989), 567-581.
[6] A. Erdélyi, W. Magnus, F. Oberhettinger and F. G. Tricomi, Higher Transcendental Functions, Vol. 1, McGraw-Hill Book Company, New York, Toronto and London, 1953.
[7] J. Barros-Neto and I.M. Gelfand, Fundamental solutions for the Tricomi operator, Duke Math. J. 98(3) (1999), 465-483.
[8] J. Barros-Neto and I.M. Gelfand, Fundamental solutions for the Tricomi operator II, Duke Math. J. 111(3) (2002), 561-584.
[9] J. Barros-Neto and I.M. Gelfand, Fundamental solutions for the Tricomi operator III, Duke Math. J. 128(1) (2005), 119-140.
[10] H. Exton, Hypergeometric functions of three variables, J. Indian Acad. Math. 4 (1982), 113-119.
[11] A.J. Fryant, Growth and complete sequences of generalized bi-axially symmetric potentials, J. Differential Equations 31(2) (1979), 155-164.
[12] A. Hasanov, Fundamental solutions of generalized bi-axially symmetric Helmholtz equation, Complex Variables and Elliptic Equations 52(8) (2007), 673-683.
[13] A. Hasanov, Some solutions of generalized Rassias's equation, Intern. J. Appl. Math. Stat. 8(M07) (2007), 20-30.
[14] A. Hasanov, The solution of the Cauchy problem for generalized Euler-PoissonDarboux equation. Intern. J. Appl. Math. Stat. 8 (M07) (2007), 30-44.
[15] A. Hasanov, Fundamental solutions for degenerated elliptic equation with two perpendicular lines of degeneration. Intern. J. Appl. Math. Stat. 13(8) (2008), 41-49.
[16] A. Hasanov and E.T. Karimov, Fundamental solutions for a class of threedimensional elliptic equations with singular coefficients. Appl. Math. Letters 22 (2009), 1828-1832.
[17] A. Hasanov, J.M. Rassias, and M. Turaev, Fundamental solution for the generalized Elliptic Gellerstedt Equation, Book: "Functional Equations, Difference Inequalities and ULAM Stability Notions", Nova Science Publishers Inc. NY, USA, 6 (2010), 73-83.
[18] H. M. Srivastava and P. W. Karlsson, Multiple Gaussian Hypergeometric Series, Halsted Press (Ellis Horwood Limited, Chichester), Wiley, New York, Chichester, Brisbane, and Toronto, 1985.
[19] R.J. Weinacht, Fundamental solutions for a class of singular equations, Contrib. Differential Equations 3 (1964), 43-55.
[20] A. Weinstein, Discontinuous integrals and generalized potential theory, Trans. Amer. Math. Soc. 63 (1946), 342-354.

Junesang Choi
Department of Mathematics, Dongguk University, Gyeongju 780-714, Korea.
E-mail: junesang@mail.dongguk.ac.kr

## Anvar Hasanov

Department of Mathematics, Dongguk University,
Gyeongju 780-714, Korea.
E-mail: ahasanov@dongguk.ac.kr

Mamasali Turaev
Department of Mathematics, Dongguk University, Gyeongju 780-714, Korea.
E-mail: mturaev@dongguk.ac.kr


[^0]:    Received March 24, 2011. Accepted April 16, 2011.
    2000 Mathematics Subject Classification. Primary 33C20; 35A08; Secondary 35M70; 44A45.

    Key words and phrases. Exton hypergeometric functions; System of partial differential equations; Linearly independent solutions; Global solution of differential equation.

