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On the QoS Behavior of Self-Similar Traffic in a
Converged ONU-BS Under Custom Queueing

Brownson Obaridoa Obele, Mohsin Iftikhar, and Minho Kang

Abstract: A novel converged optical network unit (ONU)-base sta-
tion (BS) architecture has been contemplated for next-generation
optical-wireless networks. It has been demonstrated through high
quality studies that data traffic carried by both wired and wire-
less networks exhibit self-similar and long range dependent char-
acteristics; attributes that classical teletraffic theory based on sim-
plistic Poisson models fail to capture. Therefore, in order to ap-
prehend the proposed converged architecture and to reinforce the
provisioning of tightly bound quality of service (QoS) parameters
to end-users, we substantiate the analysis of the QoS behavior of
the ONU-BS under self-similar and long range dependent traffic
conditions vsing custom queuing which is a common queuing dis-
cipline. This paper extends our previous work on priority queuing
and brings novelty in terms of presenting performance analysis of
the converged ONU-BS under realistic traffic load conditions. Fur-
ther, the presented analysis can be used as a network planning and
optimization tool to select the most robust and appropriate queu-
ing discipline for the ONU-BS relevant to the QoS requirements of
different applications.

Index Terms: Gigabit ethernet passive optical network (GEPON),
optical wireless converged networks, quality of service (QoS),
queuning delay, worldwide interoperability for microwave access
(WiMAX).

I. INTRODUCTION

In the telecommunications industry, we can witness a grow-
ing trend in network providers indicating a paradigm shift from
a network-centric-based approach to a customer-centric-based
approach in terms of service provisioning. In customer-centric
propositions, it is utmost important to provide services to cus-
tomers relevant to the quality of service (QoS) requirements of
their applications. Besides, the provisioning of guaranteed or ex-
pected QoS is closely tied to assorted QoS parameters such as
delay, packet loss rate, throughput etc. Consequently, to provide
profitable customer-centric services, service providers need to
use accurate models that will enable them to properly optimize
their network resources and to construct realistic and proac-
tive service level agreements (SLAs). Ultimately, the meticulous
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and apprehensive traffic models will enable service providers to
make higher return on investment (Rol) since it will enable them
to conservatively over-provision their network resources more
precisely. Lately, to achieve the goal of fixed-mobile conver-
gence (FMC), researchers have focused on the convergence of
fixed and mobile technologies. The convergence of optical and
wireless technologies is desirous both from technological and
marketing points of view. This is because of their ability to in-
troduce fast, innovative and flexible services in prompt response
to market demand, enabling operators to become or remain
competitive. Network operators and service providers know that
they can succeed only if they foster new markets, broaden their
range of services and provide services at a quicker pace and at
more competitive prices. Hence, they have to eliminate oper-
ational and service bottlenecks imposed by different technolo-
gies. An emerging solution is the removal of the barrier between
wired and wireless networks through the convergence of optical
and wireless networks and services. In this regard, the conver-
gence of gigabit Ethernet passive optical network (GEPON) and
worldwide interoperability for microwave access (WiMAX) has
gained attention [1}~[3].

II. BACKGROUND FOR CONVERGING GEPON AND
WIMAX

The convergence of GEPON and WiMAX is getting much
attention because the respective technologies are quite similar
and positively complement each other. Therefore, synergisti-
cally converging them makes very good business sense for a
next-generation access network solution. For instance, although,
fiber (GEPON) provides huge bi-directional bandwidth capaci-
ties, it is still relatively expensive to run fiber cables directly
to subscriber homes and devices; which is where the cheap
and quick deployment characteristics of WiMAX easily com-
plements GEPON. Additionally, GEPON and WiMAX show a
good match in bandwidth hierarchy because a WiMAX base
station (BS) supports approximately 70 Mb/s bandwidth over
a 20 MHz channel, while GEPON can typically provide 1 Gb/s
bandwidth in both upstream and downstream, which is shared
by a group of (typically 16) optical network units (ONUSs) with
each ONU getting an average of about 62.5 Mb/s {1]. More-
over, while wireless access technologies are known to gener-
ally offer limited bandwidth with high bit error and packet loss
rates, optical access technologies are known to provide limitless
bandwidth with extremely low bit error and packet loss rates.
Further, while optical networks present difficulties in reconfigu-
ration, maintenance and rewiring when topology changes, wire-
less networks are known to give little or no difficulties in such is-
sues and so integration is sure to yield synergistic gains. Conver-
gence enables integrated bandwidth allocation, packet schedul-
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Fig. 1. WIMAX-GEPON convergence architecture.

ing, and network control and management which help to pro-
vide better QoS support and improve network throughput and
performance as well as lower the service providers’ operating
expenses (opex). This convergence brings broadband access di-
rectly to subscriber devices and supports mobility as well.

Consequently, in [2], we proposed an architecture for con-
verging GEPON and WiMAX and we addressed the technical
challenges involved in such a convergence. In this paper, we
extend our previous work [4] on priority queuing (PQ) [5] to
provide an analytical modeling of the converged network under
custom queuing (CQ) [6]. Meanwhile, some recent high qual-
ity studies and Internet measurements [7]-[11] have proven that
in modern networks (both wired and wireless), actual data traf-
fic exhibit self-similar and long range dependent (LRD) char-
acteristics; attributes that simple Poisson models, which have
been relied on for several years, fail to capture; thus leading
to wrong estimates of delay, packet loss rate and other QoS pa-
rameters. Accordingly, this results in poor network planning and
over-provisioning when service providers rely on such Poisson-
based models. Thus, to overcome the limitations of current
state-of-the-art work in traffic modeling, we present an analyti-
cal model based on self-similar and LRI traffic conditions for
our proposed converged architecture. Also, unlike existing work
(which only considers outbound data traffic) we consider both
inbound and outbound data traffic. It is extremely important to
consider inbound traffic (which is peer-to-peer (p2p)); because
most of the inbound traffic observed in real networks is p2p. Fur-
ther, most existing work is based on the simple first-come-first-
serve (FCFS) scheduling discipline which cannot provide differ-
ential treatment to different kinds of traffic.

To the best of our knowledge, this work presents for the first
time the analysis of the queuing behavior of a converged net-
work under self-similar and LRD data traffic conditions using
a common and widely-used queuing discipline that is likely to
be used in future and real networks—CQ. Our analytical frame-
work is based on G/M/1 queuing system which takes into ac-
count multiple classes of traffic input exhibiting LRD and self-
similarity. We derive exact QoS parameters including the ex-
pected queue length, expected waiting time in queue {(queu-
ing delay), end-to-end delay and the packet loss rate; all per
QoS traffic class for the CQ scheduling logic. We also develop
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Fig. 2. Architecture of the converged ONU-BS.

the finite queue Markov chain for the corresponding CQ disci-
pline. The derived analytical expressions are validated through
extensive numerical analysis and simulation study (the numeri-
cal results closely match the simulation results). The numerical
analysis and simulation experiments have been conducted to in-
vestigate and understand the behavior of self-similar traffic in
the converged network and particularly to see how QoS param-
eters are affected. We clarify that this work does not delve into
the specific characteristics of WiMAX or GEPON traffic but on
their aggregate behavior in the system. This work extends our
previous work on priority queuing [4], helps to predict and an-
alyze the behavior of traffic in the converged network and leads
to derive accurate and exact parameters such as packet delay and
packet loss rate, thus facilitating the provisioning of guaranteed
QoS to the end-users.

III. THE CONVERGED ONU-BS ARCHITECTURE

The converged architecture is shown in Fig. 1 and its detail
has been presented in {2]. The figure shows that the optical line
terminal (OLT) is located at the central office and connects the
converged network to an IP core network. The original GEPON
ONU, however, is replaced with an ONU-BS, which results
from the convergence of the functional entities of a WIMAX
BS and a GEPON ONU. The ONU-BS has Ethernet ports for
wired connections and WiMAX radios for wireless connections
to WIMAX fixed or mobile subscriber stations (SSs). In the ar-
chitecture, two types of subscribers are defined—eSS and wSS
as shown in Fig. 1. The eSSs are the original GEPON sub-
scribers while the wSS are the original WiMAX fixed or mobile
subscribers. Communication between two users (€SS or wSS)
of different ONU-BSs is always through the OLT. Between the
OLT and the ONU-BS, data frames are encapsulated in Ether-
net packet data units (PDUs); while, within the ONU-BS, data
frames are encapsulated either as Ethernet or WiMAX PDUs.
The packets are in Ethernet format over the wired interface be-
tween the ONU-BS and the eSS, while over the air interface,
which is between the ONU-BS and the wSS, they are encap-
sulated as WiMAX PDUs. Frames are formatted to suite their
destination or target output port; for instance, a frame originat-
ing from an eSS and destined for a wSS will be encapsulated as
a WiIMAX PDU; whereas a frame originating from a wSS and
destined for either the OLT or an eSS will be encapsulated in
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Ethernet format. Frames originating from an eSS and destined
for the OLT are left unchanged; so also are frames originating
from a wSS$ and destined for another wSS connected to the same
ONU-BS. Frames from the OLT to the ONU-BS are in Ethernet
format.

The main functional entities of the converged ONU-BS are
shown in Fig. 2. The multiple classes of incoming traffic into
the ONU-BS are received first by the traffic identifier and ser-
vice classifier module (TISCM). The TISCM checks the incom-
ing frames and based on their destination, and determines if
they require encapsulation or not. It also uses the destination
address to determine the set of queues they belong to: Inbound
or outbound queues. The inbound queues are for frames des-
tined for wSSs and eSSs associated with that ONU-BS while
the outbound queues are for packets destined for destinations
reachable through the OLT; that is, eSSs and wSSs connected to
other ONU-BSs or nodes connected to the IP network. There-
fore, depending on their destination and priority class, packets
are queued in one of 8 queues—4 inbound queues: Inbound un-
solicited grant service (I-UGS), inbound real time polling ser-
vice (I-rtPS), inbound non-real time polling service (I-nrtPS),
and inbound best effort (I-BE), and 4 outbound queues: Out-
bound UGS (0O-UGS), outbound rtPS (O-rtPS), outbound nrtPS
(O-nrtPS), and outbound BE (O-BE). The intra ONU-BS band-
width allocation module determines bandwidth allocation to the
SSs and to the ONU-BS queues. The queues can be served ac-
cording to any queuing scheme of choice. The processor serves
packets from one set of queues only, at any given time. For
instance, while the ONU-BS is waiting for a grant from the
OLT, only the inbound queues are served, and when a grant
arrives, their service is suspended for outbound queues to be
served. The outbound queues are then served for the duration
of the grant. We clarify that the arrival of a grant cannot pre-
empt an inbound packet that is already in service because ser-
vice is done on a packet-by-packet basis. On the expiration of
an allocated grant, the processor resumes servicing of the in-
bound queues. The scheduling and forwarding module handles
this functionality. For more details, the reader is referred to [2].

1IV. ANALYTICAL MODELING OF THE ONU-BS

The traffic model considered in this paper has been used and
studied in [12]. It is similar to an on/off process and captures
the dynamics of packet generation while accounting for scaling
properties observed in telecommunication networks. It belongs
to a particular class of self-similar traffic models called infinite
source Poisson models. A common feature of such models is
their heavy-tailed distribution of sessions that occur at the flow
level and arrive according to a Poisson process. Furthermore,
the local traffic injection process over each session is a distin-
guishing feature. In addition, the Hurst parameter is implicit in
the distribution of the sessions. The traffic model is LRD and
almost second-order self-similar as the auto-covariance func-
tion of its increment is equal to that of fractional Gaussian
noise for sufficiently large time lags [13). Injected traffic is ob-
tained by aggregating packets generated by several sources. In
the framework of a Poisson point process, the model repre-
sents an infinite number of potential sources. Similar to [13],
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each source injtiates a session with a heavy-tailed distribution,
in particular a Pareto distribution whose density is given by
g(r) = db%r=%=1 r > b, where § is related to the Hurst param-
eter by H = (3 — §)/2. The sessions are taken to arrive accord-
ing to a Poisson process with rate A. Locally, at the ONU-BS,
packets generated by each source arrive according to a Poisson
process with rate « throughout each session. The local packet
generation process could be taken as a compound Poisson pro-
cess which would then represent packet sizes as well [13]. We
consider the stationary version of this model based on an infinite
past. Further, the packet sizes are assumed to be fixed because
each queue or traffic class corresponds to a certain type of appli-
cation where the packets have fixed size or at least fixed service
time distribution. Although local packet generation is assumed
to be Poisson over each session, consistent with the long-range
dependence of the packet arrivals, the aggregated packet arrival
process is clearly not Poisson.

Specifically for our converged GEPON-WiMAX network, a
model of eight queues based on G/M/1 queuing system is con-
sidered, which takes into account multiple classes of self-similar
traffic input. The packets arriving into the converged ONU-BS
are queued on a first-come-first-queuned basis into one of eight
finite-sized queues depending on their traffic class and destina-
tion (inbound or outbound) and the scheduling inside each queue
is first come first serve (FCFS). For simplicity, we denote the
queues as: type-1, representing UGS queues; type-2, for rtPS;
type-3, for nrtPS; and type-4, for BE. A type-p (p = 1,2,3,4)
packet can either be inbound or inbound. We let the service time
distribution have rates py, pa, fta, and g4, respectively for the
four traffic classes. We assume that the arrival rate of traffic from
the eSS and wSS is the same and experience an equal amount of
propagation delay to get to the ONU-BS but is different for each
traffic class. For simplicity, we do not consider the specific char-
acteristics of WiMAX or GEPON traffic. Moreover, due to the
nature of self-similar traffic, whether we consider the traffic ar-
rival rate at eSS or at wSS, the aggregate behavior of the traffic
arriving into the ONU-BS will always be self-similar and LRD.
Therefore, in this paper, we consider that the arrival rate of pack-
ets into the ONU-BS depends only on the traffic class of each
arriving packet and not on their individual sources (wired Eth-
ernet for eSS, or wireless WiMAX for wSS). Consequently, the
arrival rate of packets into the ONU-BS is simply represented
by A, packets per second, for type-p packets. We assume that
all the packets are unicast {or anycast, where all members of
the anycast group are in the same local area network (LLAN}),
which means that each packet is usually destined for a specific
host only. Next, we specify the transition probabilities from all
the states in the state space, which forms the transition proba-
bility matrix P of the Markov chain. Further, we derive closed
form expressions of the expected queuing delay in the ONU-
BS’s queues and the packet loss rate; all per QoS class using
CQ discipline.

A. Self-Similar Traffic Interarrival Distribution

In {13]-{15], the interarrival time distributions between pack-
ets of same class have been derived. The distributions of cross
interarrival time between different types of packets were derived
on the basis of results for a system where there is only one
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type/class of packet. By following the same methodology, we
find the interarrival distribution and cross interarrival distribu-
tions between four different types of packets for our self-similar
traffic model as follows.

fr, ®)=F) ) FX () F) () F2(t) (1)
Fr. (&) =Fr, () FO()FD(t)FY(¢) ®)

where ¢, 5, k, 1 = 1,2,3,4, fr,,(t) is the density of time until a
j arrival given an ¢ arrival, fr, (¢) is the density of time until the
next type ¢ arrival, and F?(t) = Pr{no type i packets arrive in ¢
time units }. For more details of the interarrival time distribution
calculations, the reader is referred to see [13]-[15].

B. QoS Behavior Under CQ

For our proposed converged architecture, we have considered
a common queuing discipline, CQ, to analyze the QoS behav-
ior of traffic. In PQ [4], high priority queues get absolute ser-
vice priority over low priority queues, which is a major draw-
back. CQ addresses the biggest drawback of PQ by providing
a queuing tool that does service all queues, even during times
of congestion. The CQ scheduler reserves an approximate per-
centage of overall link bandwidth to each queue. CQ approxi-
mates the bandwidth percentages, as opposed to meeting an ex-
act percentage, due to the simple operation of the CQ sched-
uler. The CQ scheduler performs round robin service on each
queue, beginning with queue 1. It takes packets from a queue,
until the byte/packet count specified for that queue has been met
or exceeded. After the queue has been serviced for that many
bytes/packets, or the queue does not have any more packets,
the scheduler moves on to the next queue and repeats the pro-
cess. Hence, CQ scheduler essentially guarantees a minimum
bandwidth for each queue, while allowing queues to have more
bandwidth as well under the right conditions. The readers are
referred to [5] and [6] for detailed discussions on CQ disci-
pline. For simplicity, we specify the scheduler logic in such a
way that the scheduler serves two packets from the UGS queue,
two packets from the rtPS queue, one packet from the nrtPS
queue and one packet from the BE queue during each service
cycle. Accordingly, when there is a grant, two packets are served
from each of the O-UGS and O-rtPS queues; and one packet is
served from each of the O-nrtPS and O-BE queues in each out-
bound service cycle. Whereas, when there is no grant, two pack-
ets are served from each of the I-UGS and I-rtPS queues; and
one packet is served from each of the I-nrtPS and I-BE queues
in each inbound service cycle. We develop the finite Markov
chain for the CQ scheduling discipline. Our analysis for CQ
relies on the limiting distribution of the state of the queue at
the arrival instants, which can be computed using the analysis
given above for our self-similar traffic model. We observe the
CQ system at the instants of packet arrivals. At such instants,
the number in the system is the number of packets that the ar-
riving packet sees in the queues plus the packet in service, if
any, excluding the arriving packet itself. An inbound service
cycle will consist of s1,,, + 8%, + Shi, + S5 + Sxin + Skin
time units, while an outbound service cycle will consist of
s%out + S%Out + s%out + s%out + Sfliout + Séllout time units. Where
for instance, s},,, denotes the servicing of the first packet of
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the O-UGS queue, s3,,, denotes the servicing of the second
packet of the O-UGS queue, etc. And so, without loss of gen-
erality, the notation s’ can be used to differentiate between
the six different kinds of packets that can be in service dur-
ing each inbound or outbound service cycle, where m = 1,2
and p = 1in, 2in, 3in, 4in for an inbound service cycle; and
m = 1,2 and p = lout, 2out, 3out, 4out for an outbound ser-
vice cycle. We note that for this CQ model, the size of allo-
cated grants (and grant requests) will be multiples of the out-
bound service cycle so that a service cycle maybe completed
before a grant is terminated. Similarly, for an inbound service
cycle, the arrival of a grant cannot preempt the completion of
an inbound service cycle that has already begun. That is, the ar-
rival of a grant can only preempt the next inbound service cycle
and not an inbound service cycle that has already begun. We let
{X,, : n > 0} denote the imbedded Markov chain at the time of
these arrival instants and we define the state space under CQ as

X = {(ml, ing,1ng, ing, outy, outy, outs, outys, Ap, ST,

d, G) :Ap € {A17A23A37A4}7d € {dinydout}a

m 1 2 2 1 1 1 2 1
ST € {51in» STin> 52in> S2in> S3in> Sdins Stout: STout> S2outs

2 1 1 R . . .
S5outs S3outs Sdouts L1+ G € {0, 1}, 40y, ing, ing, ing, outy,

outsy, outs, outy € Z+}. 3)

C. The Embedded Markov Chain States for CQ

The transition probability matrix P of the Markov chain
is generated by specifying the transition probabilities from
all the states in the state space, which includes idle, non-
idle, and full queue states. We enumerate the states of the
Markov chain, their possible transitions, and the probabili-
ties of such transitions. We elaborate on the analysis of one
possible transition; the analysis for all other possible tran-
sitions follows similarly. We analyze for the transition from
(in1,ing, ing, ing, outy, outy, outs, outy, Ay, Shm din,0) to
(in*,in, in?,in}, out?, outs, outs, out}, Az, 55, , dout, 0).

This is a case where a transition occurs from a type-1 ar-
rival to a type-3 arrival, such that the type-1 destined to join
the inbound queue, ini, sees ini,ing,ins, and ing pack-
ets in the inbound queues; outy, outs, outs, and outs pack-
ets in the outbound queues; the first packet of I-UGS in
service for some inbound service cycle; and no grant. The
state transitioned to a state where a grant is similarly not ac-
tive; the arrival, a type-3 destined for the outbound queue,
out}, sees the second type-2 inbound packet in service; and
finds in?,in},in},in;, oul], outs, outs, out; packets in the
queues. Due to our CQ scheduling logic and the ability of out-
bound traffic to preempt inbound traffic when a grant arrives, the
next-state type-3 arrival can only see an inbound type-2 packet
in service if and only if, there is still no grant and the servic-
ing of two inbound type-1 packets and the first inbound type-2
packet, i.e, s, s3,,, and s3,,, have definitely been completed.
Regarding the second inbound type-2 packet that is found in ser-
vice, i.e., 83, it could either belong to the same inbound service
cycle as the first inbound type-1 packet that was met in service in
the previous state or it could belong to another inbound service
cycle in the case where several (the exact number we do not
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know due to the memory-less property of exponential service
times) inbound service cycles were exhausted during the inter-
arrival time T 3. In the case where the packet served in the previ-
ous state and the packet found in service in the next state belong
to the same inbound service cycle, say cycle-A, two inbound
type-1 packets and one inbound type-2 packet were served dur-
ing T3 with no packets served from the inbound type-3 and
type-4 queues. More so, because no grant arrived during T3, no
outbound packets were served. If on the other hand, s3,,, belongs
to the next inbound service cycle, say cycle-B, then surely four
inbound type-1 packets, three inbound type-2 packets, one in-
bound type-3 packet and one inbound type-4 packet were served
during Th3. And if s3,, belongs to cycle-C, then six inbound
type-1 packets, five inbound type-2 packets, two inbound type-
3 packets and two inbound type-4 packets were served during
T3, etc. Hence, during 73, the maximum number of inbound
type-1 packets that could have been served is in; (if the number
of packets in in; is even), else it is in1 — 1 (if the number of
packets in in, is odd). While the maximum number of inbound
type-2 packets that could have been served will be either inq (if
the number of packets in ing is odd) or ing — 1 (if the number of
packets in in, is even). Because in.. includes the inbound type-1
packet that arrived in the previous state, we have

sn*{ =iny +1—k, i‘R; =1ing — (k — 1)
- (k-2)

(k—2) ,
5 ing =ing — =~

until the inbound type-1, type-3, and type-4 queues are ex-
hausted, or only one packet (in case of even number of pack-
ets) or two packets (in case of odd number of packets) of type-2
remain in the system, the second type-2 packet (s3,,,) being in
service, whichever occurs first. First, we consider queue 3 and
queue 4 as a single queue and denote it as queue ingy. So, there
are two possibilities.

DIfingg <ing > inyand k = 2,4, -, iny (in case of odd
no. of packets in queue 1) or iny — 1 (if even no. of pkts)
and forqueve 3 and 4, k = 2,4, - - -, 2in,,, m = 3,4 or when
ings > tng < iny, k= 2,4, ing (even) or ing — 1 (odd).
Therefore, the transition probability is

iny =ing —

k-2

Pr {X,,,H = (ing — k+ 1,4ny — (k- 1),ing — (
k-2
—( 5

o 1
(in1,ing, ina, ina, outy, outs, outs, outs, A1, 514, din, 0)}

), i1y

2
)5 outy, outy, oulg, outy, A3> S9ins dout; O) Xn =

=Pr{k served from in;, k — 1 served from ing, (k — 2)/2
served from ing and in4 each, no grant during 713 and the

2nd type-2 pkt remains in service during T3}

:FQ(t)7 j /oo EMOUS
0

0 t—zx 1lin

Jy o 2
1 pl )
i P I TH

dsdxdt. (4)

2) On the other hand, only class 2 packets are served if queue
1, queue 3, and queue 4 are exhausted. Therefore, If in; <
ing > inggand k =1inqy + 1, - - -,iny (even) or iny — 1 (odd)
for queue 1 and for queue 3 and 4, k = 2in,, + 2,---,ing
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(even), or ing — 1 (odd), m = 3, 4; in which case we have the
transition probability as follows.

ot oo
B0 [ [ [ 5800yt gy @10
0 0 t—x

dsdxdt. &)}

In the same way, the transition probabilities for all other pos-
sible transitions can also be easily obtained.

D. Derivation of the QoS Parameters for CQ

To simplify our analysis, we consider type-3 and type-4
queues as a single queue and call it type-34 (read as type-three-
four) queue. We can do this because due to the symmetry of al-
ternating service, the expected delay for type-3 and type-4 pack-
ets will be the same. Considering type-3 and type-4 queues as a
single queue, the CQ scheduler will serve two packets from the
type-1 queue, two packets from the type-2 queue, and 2 packets
from the type-34 queue (in reality, one packet each from type-
3 and type-4 queues) during each inbound or outbound service
cycle. For a type-1 arrival, it will wait for the packet it meets
in service (if any) plus the service time of type-1, type-2, and
type-34 packets due to the round robin service fashion already
described. In addition, if the type-1 is inbound, then its waiting
time will also be affected by grants that arrive before it is served;
while for outbound packets, their delay will be affected by the
time spent waiting for grants to arrive. For convenience, we use
areduced/simplified form of our general state space, which con-
siders that type-3 and type-4 queunes have been combined into a
single type-34 queue. The reduced state space is

}(* = <J1>J27J341J67AP’SEJR7G)7
P=1234m=12 G=0,1 ()

where, when G = 0 (no grant), .Jy, Jo, and J34 are the respec-
tive queue occupancy of the inbound queues,.J is the aggregate
occupancy of the outbound queues, and S% denotes the mth
type-p inbound packet in service. Whereas, when G =1 (there
is a grant), Jy, Jo, and J34 are the respective queue occupancy
of the outbound queues, J; is the aggregate occupancy of the
inbound queues / symbolic representation of the time until the
next grant and S%' denotes the mth type-p outbound packet in
service. Ap is used to denote a type-p arrival.

E. Expected Waiting Time (Queuing Delay} for CQ

The waiting time expressions for type-1 and type-2 pack-
ets under our CQ scheduling discipline are the same (i.e.,
E[Wm o — E[Wi™°"")) due to the symmetry of alternat-
ing service, where E[] is the expectation of a random variable.
Similarly, the waiting time expressions for type-3 and type-4
packets are also the same (i.e., E[Wi™ "] = E[W{™/*"!]) due
to the symmetry of alternating service of those queues. We con-
sider the waiting time for a type-1 (same for a type-2) inbound
packet in detail; the analysis for an outbound type-1 (same for
an outbound type-2) follows quite similarly. For a type-1 ar-
rival, its waiting time will depend on the packet it meets in ser-
vice (if any) plus the service time of type-1, type-2 and type-
34 packets that will be served before it due to the round robin
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service fashion already described. If the arrival is inbound and
there is a grant (or grants arrive before it is served), the wait-
ing time will depend on the total (possibly random) size of the
grants or aggregate outbound queues, whichever is smaller, be-
cause inbound queues can only be served when there is no grant;
and our model allows for an ONU-BS to terminate its allo-
cated grant when it has no outbound packets. Due to the round
robin and symmetrical service fashion of the queues, the size of
each queue relative to the others is an important consideration;
equally important is the evenness or oddness of the number of
packets in the queue. We consider when Jo < J; > J34 and
when Jo > J; < J34.

a) The states (J1, Jo, J34, J, A1, s, G), P=1,2,3,4, m =
1,2, G = 0,1, and Jo > J; < Jas: If P=1, then ei-
ther the first inbound (G=0) / outbound (G=1) type-1 packet,
s1, or the second inbound/outbound type-1 packet, s3, is in

service for that inbound/outbound service cycle. We con-

sider an inbound type-1 arrival. If s} is in service and
the number of inbound type-1 packets in queue is even,

then a newly arriving inbound type 1 packet will wait for

J1
Ry + So;ﬁt + SJJ 't S e+ 83 + s,° time units Whlle

if the number of packets is odd it will wait for Ry, + s2ou
Ji-1 Jl 1
51‘11 Lygh—t 4552 +s,7 . Whereas, if itis s in service

with even number of type-1 packets in queue then the arriv-

Jl J1
ing packet will wait R, + sJout + 57771 4 syt + 855 +84°

time units, while if the number of packets in the queue is odd,
Jy41 Ji+1

it will wait R,,, + s + s 4 s 4 53% 4,7

where R,,, denotes the remaining service time of a packet in

service which has the same exponential distribution as 3!

and sJ2u* denotes the service time associated with the aggre-
gate number of outbound packets that will be served if grants
arrive before the newly arrived packet is served. Similarly, ar-
guments can easily be written for other possibilities as well.
b) The states (Jl, Jo, Jaq, Ja, Ay, ST, G), P=1234 m=
1,2, G =0,1,and Jo < J; > J34: There are many possi-
bilities that can occur depending on the size of the various
queues relative to each other, such as, the arrival of more
packets into the type-2 and type-34 queues while the type-
1 arrival is still waiting in queue, the arrival of grants which
causes the queuing delay of inbound packets to increase, and
the non-arrival of grants which causes the queuing delay of
outbound packets to increase. While the new arrival is still
waiting, if new packets arriving into the type-2 and type-34
queues occur at the right periods, the newly arriving inbound
type-1 packet may wait a maximum of the amount of time
given in case a), depending on the values of m and p. For ex-
ample, if J; = 5, Jo = 3, and J34 = 3 (total number of pack-
ets in the type-3 and type-4 inbound queues); our CQ sched-
uler will serve two packets from the inbound type-1 queue,
two packets from the type-2 queue, and two packets from the
type-34 queue (one each from the type-3 and type-4 queues)
in the first inbound service cycle. However, during the sec-
ond inbound service cycle, the CQ scheduler will serve the
3rd and 4th packets from the type-1 queue, but when the 3rd
packet from the type-2 queue goes into service, either the 4th
packet from the type-2 queue (if new packets arrived into the

i
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type-2 queue) or the 3rd packet from the type-34 queue (if
new packets did not arrive into the type-2 queue) will enter
into service next. Similarly, when the 4th packet from the
type-2 queue or the 3rd packet from the type-34 queue enters
into service, either the 4th packet from the type-34 queue (if
new packets arrived into the type-34 queue) or the Sth packet
from the type-1 queue (if new packets did not arrive into the
type-34 queue) will enter into service next. There are many
more possibilities as well, including when grants arrive or
don’t arrive and the argument goes on even longer for larger

J1 . If no arrivals occur into the inbound type-2 and type-

34 queues and no grants arrive, the newly arriving type-1 in-

bound packet will wait a minimum of 57" + s72 + s7% + 574

time units.

Using the minimum and maximum values, it is possible to
form exact bounds on the queuing delay in the ONU-BS. Putting
cases a) and b) together, we can obtain the exact bounds on the
expected waiting time for an inbound type-1 (same for an in-
bound type-2) packet as Ci* < E[Win] < C%"* given in (10)
and (11). Following the same procedure, we can easily write
down the exact bounds of the expected waiting time in the ONU-
BS for an inbound type-3 (same for an inbound type-4) packet
as C&" < E[Wir] < C3*, where C{" and Cy" are as given in
(12) and (13). Same goes for the outbound packets. Due to the
symmetry of alternating service, the expected delay for type-1
and type-2 outbound packets are the same. For the same reason,
the expected delays for type-3 and type-4 outbound packets are
also the same.

E. Packet Loss Rate under CQ

We only consider packet losses that occur when arrivals of
specific traffic class (inbound or outbound) meet their respec-
tive queues full. This kind of packet loss rate (PLR) can be
readily extracted from the description of the CQ system given
previously. We note that in real networks (especially wireless
networks); packet loss also occurs for many other reasons. So,
assuming a system where packet loss is due to a full queue only,
the PLR for each traffic class and bound can be obtained as the
sum of the steady-state probabilities of states where an arrival
occurs for a full queue. We only show the expression for type-1
arrivals. All others follow similarly.

Jus J3 J2 Jout

PLRY" =3 > DD, Z d

i=0 j=0 k=0 (=0 m=1n=0,1

Jlak ]1ZalaA178ma )

N
Ja Jz J2 Jin
PLRJ" = ZZZZZ Y kg i1 A s, )
i=0 j=0 k=0 I=0 m=1n=0,1
(8)

G. End-to-End Delay Under CQ

In actual networks, most of the packets will be outbound
and so in this section we only consider the end-to-end delay of
outbound packets. The end-to-end delay of an outbound type-
p packet will depend on the time spent by a type-p packet in
the ONU-BS queues until it is served and the delay experienced
by the packet from the time it is served in the ONU-BS to the
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time it arrives at the OLT, so-called propagation delay of op-
tical signal over the passive optical network (PON) segment.
We assume a tree topology as shown in Fig. 1. We also assume
that single fiber spans between the OLT and the optical splitter-
combiner (OSC), so the average propagation delay, Wosc.oLr,
is the same both in the upstream and downstream. It is also the
same for all ONU-BSs associated with that OLT. Further, we
assume that single fibers span between each ONU-BS and the
OSC. Although, this implies same propagation delay in both di-
rections per ONU-BS, the delay is different for each of the N
ONU-BSs, assuming a 1:/V network. This is because it is well
known that the propagation delay in fiber is deterministic and
depends upon the length of the fiber. Further, in actual networks,
the ONU-BSs are not necessarily placed at equal distances away
from the OSC. Hence, for an outbound type-p packet of ONU-
BS 4, we obtain the end-to-end delay for CQ as

W]

= Wonuss;—osc + Wosc-orr + E[W"].  (9)

The lower bound for an arriving type-1 packet (similar for a
type-2), is obtained as (10). And for the upper bound of an arriv-

ing type-1 packet (similar for a type-2), we have (11). Whereas
the lower bound for an arriving type-3 packet (similar for a type-
4), is obtained as (12). And for the upper bound of an arriving
type-3 packet (similar for a type-4), we have (13).

V. NUMERICAL AND SIMULATION RESULTS

In this section, the results of simulation experiments con-
ducted to understand and evaluate the QoS behavior of self-
similar traffic in the converged ONU-BS are presented. Also,
we present numerical results that closely match the simulation
results, verifying the validity of the closed form expressions pre-
sented in this paper. The simulation engine was built in a well
structured manner to allow free and easy customization to suit
any desired scheduling logic. The key element for the sched-
uler logic in the simulator is the Scheduler class. Here, we used
the template method design pattern given in [16]. This allows
any scheduling algorithm to be loosely coupled but easily inte-
grated, overriding the existing program skeleton. Custom queu-
ing scheduler was actually implemented to analyze the corre-
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Fig. 3. Queuing delay for PQ discipline: (a) Inbound and (b) outbound.

sponding QoS behavior. In [16], it is advised that extreme care
must be taking in simulations involving Pareto distributions be-
cause they can lead to large errors due to their heavy tail char-
acteristics. A traffic generator was written, which implements
the traffic model described in Section IV. This generator may
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also be readily over-ridden by any other traffic model of choice.
A number of other associated classes were written to facilitate
program function and accuracy. These include

Simulation: This class served as the simulation engine-
moving time forward and updating the event list etc.
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« RandomNumber: A class for generating random number with
specific distributions including: Uniform, exponential, Pois-
son, compound-Poisson and Pareto.

o Packet: A class used to store the system state as encountered
by each packet.

Additionally, a specialist numerical algorithm [17] was im-
plemented for computing the variance to combat the numeri-
cal instability in the aggregation of the QoS statistics. The nu-
merical solution of the queuing systems modeled in this paper
amounts to calculating the transition probabilities of the corre-
sponding Markov chain to generate the transition probability
matrix P. The steady-state distribution 7 can then be obtained
by solving the left-eigenvalue problem: 7P = . The effects of
various grant policies, varying the traffic arrival patterns (packet
and session arrival rates) as well as the effects of varying the
degree of self-similarity (Hurst parameter: 0.5 < H < 1) on
the QoS parameters were extensively investigated. Considering
that most of the available empirical evidence [18] suggest that
H ~ [0.7,0.85] is the region of interest in network traffic, we
show the effect of three different Hurst parameters (i.e., 0.80,
0.85, and 0.95) on the queuing delay (Figs. 3 and 4) and then

on the PLR (Figs. 5 and 6). Due to the nature of conversational
traffic (UGS traffic in our paper), its packet size is very small,
compared to the sizes of other traffic types. On the other hand,
the average arrival rate of conversational traffic is much higher.
Other traffic loads have been given as a performance reference
and they can be finely tuned so as to reflect real traffic. How-
ever, in this paper, we do not focus on the behavior of a par-
ticular traffic type and so we simply use a reasonable (not too
large and not too small) packet arrival rate to show how much
each queue is built up. For the results shown, the highest prior-
ity queues (I-UGS and O-UGS), session arrival rate was set to 3
per second and the in-session packet arrival rate to 25 per sec-
ond. For all the other queue types, we set the session arrival rate
to 25 per second and the in-session packet arrival rate to 3 per
second. To be able to extract the numerical solution, the queue
size was chosen such that each queue has a maximum capacity
to hold 10 packets because having bigger queues that hold more
number of packets makes it a bit harder to extract the numerical
solution of the large Markov chain accurately. The grant policy
is round-robin and a grant is active at each ONU-BS for 40% of
the ONU-BS’s CPU time. In other words, 40% of the time, out-
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Fig. 5. PLR for PQ discipline: (a) Inbound and (b) outbound. Fig. 6. PLR for CQ discipline: (a) Inbound and (b) outbound.

bound queues are being served while 60% of the time inbound
queues are being served.

The results, Figs. 3-6, show the effect of increasing the de-
gree of self similarity (Hurst parameter) on various QoS param-
eters. As the degree of self-similarity increases, we can notice

that the lower priority queues are seen to do significantly bet-
ter under CQ than under PQ discipline. The outbound queues
are observed to perform worse because the CPU spends more
time serving the inbound queues. The numerical results closely
match with simulation results thus validating the closed form ex-
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pressions. The results therefore show the characteristics of the
PQ and CQ scheduling logics under each degree of self simi-
larity. Further, we can also observe that as the degree of self-
similarity (based on Hurst parameter) increases, there is slight
difference in the queueing delay particularly for high priority
queues (queue 1 and queue 2). Further, it can also be noted
that in some cases, as the value of Hurst parameter increases,
we can see a decrement in the QoS parameter value such as
PLR. This is not surprising because of the fact noted by authors
in [19]. The authors in [19] have shown through an extensive
study conducted using the real traffic traces, that Hurst param-
eter alone is not sufficient to predict the queuing performance
and sometimes can shown an inversion fact. Although each data
point in the figures was obtained from a hundred simulation runs
and a 0.95 confidence interval, we do not show all the error bars
because in some cases, it distorts the clarity of the figures. The
error bars varying the results is not surprising because in [16],
after a detailed study, the authors concluded that care must be
taken in simulations involving Pareto distributions as they can
lead to large errors due to their heavy tail trait.

V1. RELATED WORK

In this section, we give an overview of the related work. Over
the past few years, a lot of interest has been generated both by
the academia and service providers in the convergence of wire-
less and wired technologies. Some of these interests which are
well summarized in [1] have been specificaily related to con-
verging GEPON/EPON and WiMAX access networks. In [1]
and [3] the authors essentially proposed architectures for the
convergence of optical-wireless access network and the scope of
work covered in them is substantially different from the scope
of work that we present in this paper, especially in terms of the
depth of queuing analysis. Our prior work {2] and [4], to the
best of our knowledge, is the first effort to explicitly consider
wired subscribers and consequently, the scheduling of inbound
and outbound packets. Further, this paper is an extension of our
prior work [4]. In [4], we conducted an analysis of the QoS
behavior of the converged architecture under PQ; whereas, in
this paper, we have concentrated on CQ. Moreover, while other
studies only provide simulation based performance evaluation of
the converged networks, we have provided a detailed analytical
framework (fully supported and verified by numerical analysis
and simulation results) under realistic traffic load and queuning
conditions combined with a more robust queuing discipline.

The revelation that Ethernet and wireless data traffic exhibit
self-similarity and long range dependency {7]-[11], has trig-
gered a lot of work on the evaluation of the performance of com-
munication networks under self-similar and long range depen-
dent data traffic [2], [13}-{16], [18]-{23]. We have provided an
extensive and detailed analytical framework for the converged
network, which is substantially different from the prior work
covered in [13]-[16], [18}-[23], especially in terms of the use
of grant messages and the dynamics of inbound and outbound
packets. Unlike most of the prior work, our queuing based re-
sults are capable of providing differential treatment to multiple
classes of traffic which is a fundamental requirement in real net-
work deplayments for the provisioning of guaranteed QoS to the
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end-user.

VII. CONCLUSION

In this paper, we have contributed to the accurate modeling of
converged optical-wireless networks, specifically a converged
ONU-BS by providing a novel analytical models based on a
G/M/1 queuing system under different classes of self-similar in-
put traffic and CQ discipline, which is likely to be used in next-
generation networks. We have developed an analytical frame-
work, derived and presented closed-form mathematical expres-
sions for the expected waiting time in the ONU-BS queues, end-
to-end delay and the packet loss rate for the multiple classes of
traffic under the CQ scheduling logic. We have also performed
extensive simulation experiments to investigate and understand
the behavior of self similar traffic in the converged access net-
work and to observe how QoS parameters are affected. In addi-
tion, we have provided numerical analysis which closely match
the simulation results; hence validating the closed-form mathe-
matical expressions presented. This work can be used as a guide
for the efficient allocation of network resources such as appro-
priate bandwidth allocation to individual traffic classes for the
purpose of guaranteeing the QoS required by different applica-
tions while minimizing any excess provisioning of the network
resources.
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