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Stitcing for Panorama based on SURF and Multi-band Blending
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ABSTRACT

‘This paper suggests a panorama image stitching system which consists of an image matching
algorithm: modified SURF (Speeded Up Robust Feature) and an image blending algorithm: multi-band
blending. In this paper, first, Modified SURF is described and SURF is compared with SIFT (Scale
Invariant Feature Transform), which also gives the reason why modified SURF is chosen instead of
SIFT. Then, multi-band blending is described. Lastly, the structure of a panorama image stitching system
is suggested and evaluated by experiments, which includes stitching quality test and time cost experiment.
According to the experiments, the proposed system can make the stitching seam invisible and get a
perfect panorama for large image data. In addition, it is faster than the sift based stitching system.

Key words: Panorama(3x=2bu}), SURF(A 3), Stitching(2E]4), Multi-Band Blending(Z = &4
3), LM{29), Bundle Adjustment(HEZ3)

1. INTRODUCTION

Stitching multiple images together can create
beautiful high-resolution panoramas. It is a popular
method of effectively increasing the field of view

of a camera, by allowing several views of a scene
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to be combined into a single view, which is one
of the most popular applications of image registra-
tion and blending. Image stitching algorithms have
been used to produce digital maps and satellite
photos, and it comes with today’s digital cameras,
there are more applications, such as video stitch
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ing, 3D image stitching, etc.

In general, stitching includes two main parts:
image matching and image blending. Image
matching is used to find the motion relationship
between two images or several images, and it di-
rectly relates to the success rate and the speed of
image stitching process. So if there is a high speed
matching algorithm with high quality, it is better
to choose the high speed matching algorithm.
There are many algorithms for matching, and there
are several kinds blending algorithms. For match-

ing, there are two ways: direct method and feature

detection method. Direct method is sometimes in—

convenient because it always needs a high quality
image. SURF and SIFT are two of the most fa-
mous feature detection methods because of their
robustness. SIFT was presented by Lowe in
2004[1], which is invariant to scale changes and
rotation. So it was widely used in object recog-
nition, registration, stitching, etc. There are also
some researchers present some new methods
based on SIFT by giving some improvement. Ke
and Sukthankar [2] used PCA(Principle Compo-
nent Analysis) to normalize gradient patch instead
of histograms. They showed that PCA-based local
descriptors were also distinctive and robust to im-
age deformations. In 2006, Bay and Tuytelaars [3]
speeded up robust feature{SURF] detection algo-
rithm and used integral images for image con-
volutions and Fast-Hessian detector, which cre-
ated a new tide of robust feature detection method.
References [4,5] are two applications of SIFT in
Panorama. There are also some researches about
comparing the famous feature detection methods
[6-8].

The other part of stitching is blending. But be-
fore blending, what we need to do is to adjust the
images into a same coordinate, which can be im-
plemented by homography matrix that computed
by matches that got previously. Bundle adjustment
is a popular way to adjust images. In Brown and

Lowe's panorama recognition [5), they used to uni-

fy the various illumination of the adjacent images
and eliminate inconsecutive color which caused by
the geometric correction or dynamic scene.

There are some blending algorithms: weight
averaged linear blending, multi-band blending,
gradient domain blending, etc. This paper chooses
multi-band blending method because of its good
performance, which can be easily got by experi~
ment also [9], though it is a compromise between
quality of result and time cost.

In short, we propose a panorama image stitching
process which combines an image matching sys-
tem(Modified SURF) and an image blending algo-
rithm(multi-band blending). The process of our
methad is as follows. In the first stage, we acquire
the SURF features from the image, then find the
correct matches using KNN(K-nearest neighbor)
and RANSAC(Random Sample Consensus), finally
estimate the homography matrix according to LM
(Levenberg-Marquardt) method[10]. In the second
stage, we adjust the coordinate of images based
on homography matrix. In the third stage, we blend
the images by multi~blending to remove the stitch
seam and illumination discrepancy [111.

This paper is structured in this way: Section 2
will represent the stitching process of this paper,
and give description of modified SURF, bundle ad-
justment and muiti~band blending method. Section
3 will give the experiment results of present stitch-
ing process. Section 4 will discuss some conclusion
and future works. The images used in this paper

are shown in Appendix.

2. STITCHING PROCESS

This section presents the process of image
stitching of present system. There are two main
parts. The first part is feature detection. The sec—
ond part is image adjustment and image blending.

2.1 Robust Feature Detection

This part explores pre—step of our panorama im-



age stitching: feature detection. First, this section
gives a brief remark on SIFT and SURF, then
shows that Modified SURF is more suitable than
SIFT for our image stitching process based on an

experiment.

2.1.1 Modified SURF

Comparing with SIFT, SURF algorithms employ
slightly different ways of detecting features. SIFT
builds an image pyramids, filtering each layer with
Gaussians while increasing their sigma values and
taking the difference. On the other hand, SURF
creates a “stack” without 2:1 down sampling for
higher levels in the pyramid, resulting in images
of the same resolution[3]. Due to the use of integral
images, SURF filters the stack using a box filter
approximation of second-order Gaussian partial
derivatives.

Integral images allow the computation of rec-
tangular box filters in near constant time [3].
Present paper uses KNN to find the nearest neigh-
bor with setting k to 2. In other papers, RANSAC
[12] is used to estimate a model for finding the
minimize error matches set, which can maintain
the correct matches by comparing the distance of
the closest neighbor to that of second-closest
neighbor [1]. If it is less than the distance ratio,
then it is maintained, else it is removed. Present
paper decided to choose 0.5 as the distance ratio
according to Lowe's experiment in SIFT. This
makes the repeatability larger, which means im-
proving of the matching performance. More details
of this algorithm can be seen on [1,5].

2.1.2 Comparision of SIFT and Modified SURF

For present panorama stitching system, we
evaluated SIFT and our Modified SURF with
RANSAC [6]. They are evaluated in terms of their
ability to reduce the number of false matches in
given match sets, while preserving the good
matches, which are used in the next step of feature

detection. After extracting invariant scale features,
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we get potential feature matches by using k-near-
est neighbor method, and then remove the mis-
matches with RANSAC algorithm. It enables to re-
alize image match in precise. This part shows some
comparison results of the paper for completeness.
They are the comparisons of time cost and other
performance (number of correspondence pairs, re-
peatability) as to illumination and scale change.
Comparison results can be seen in more detail on
{6]. The experiment was performed with object da-
taset in appendix A, whose sizes are all 300 x 240
pixels. Though SIFT get more matches, Modified
SURF is much faster than SIFT [3,6,7].

In scale and illumination change, we got Fig.1,
Fig. 2 and Table 1, Fig.1 and Fig. 2 give the match
results of Modified SURF and SIFT in scale and
illumination change respectively.

More details can be seen on Table 1, it shows
that SURF is more robust than SIFT in illumina-
tion change. In Table 1, repeatability is computed
as a ratio between the number of point-to-point
correspondences that can be established for de-
tected points and the mean number of points de—

tected in two images using Eq. (1):

e ChD) W

mean (m,, m,)

o : :
Fig. 1. Match results of modified SURF (ieft) and
SIFT(right) in scale change.

Fig. 2. Match results of modified SURF (left) and
SIFT (right) in illumination change.
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Table 1. Repeatability in illumination Change

Object dataset SIFT SURF
image number | (repeatability) | (repeatability)
11-12 43% 70%
11-13 32% 49%
11-14 18% 25%
11-15 8% 6%
11-16 2% 5%
average 21% 31%

, where C(I1,12) is the number of the corresponding
matching couples, and ml and m2 are the numbers
of the detected point respectively. Reference [3]
showed that, though modified SURF was not better
than SIFT in rotation, Modified SURF is as robust
as SIFT in other performance. In panorama image
stitching, there is not very large rapid rotation in
general, so this paper chooses modified SURF to
be the feature detection method weighted on its
time cost and its good performance in scale and

illumination.

2.2 image Adjustment and Blending

This part explores post - steps: image adjust-
ment and blending for panorama image stitching.
It describes the selected algorithms of image ad—
justment and blending and the reason why the al-
gorithms are selected.

2.2.1. Image Adjustment

Image adjustment is to transform the images in-
to a same coordinate or computing surface. In
present paper, we choose bundle adjustment{13] as
image adjustment algorithm because it is popular
in computer vision and shows a good performance
in Demo Software: SIFT Key point Detection {14].

The process of bundle adjustment is as follows:
first, choose one of the images to be reference sur—
face, then, transform each of other images to the
reference surface, at the end of which all images
are on the same surface. However, for larger fields
of view, we cannot maintain a flat representation

without excessively stretching pixels near the bor-
der of the image. The usual choice for compositing
larger panoramas is to use a cylindrical or spherical
projection.

Transformation needs to compute the homog-
raphy and optimize the parameters of the matrix
in the adjustment. The process is as follows: first
find out the best neighbor image for each image,
then directly calculate the distance between the
{wo neighbor images, lastly minimize the distance
value to adjust the matrix between the neighbor
images. LM, which is one of the minimization
methods using nonlinear minimum square evalua—
tion, was one of the most popular algorithms for
optimizing in bundle adjustment. In one sentence,
what needs to be done is to minimize the transfer
error, which is calculated as Eq. (2)

D=Y{d(X,, B X,)? +d(X;, HX,)?) 2

. where d is the Euclidian distance, xi and xi’ are
the corresponding points, the estimated homog-—
raphy H will be the one for which Eq. (2) is mini—
mized, H~1 is the inverse of H. LM has become
a standard technique for nonlinear least-squares
problems and can be thought of as a combination
of steepest descent and the Gauss-Newton method
{10]. There 1s a free LM implementation that can
be found at [15].

2.2.2 Image Blending

Mathematically speaking, image blending is
nothing more than a type of interpolation. The goal
of the blending is to produce a resulting image
where no transition can be seen between the origi-
nal source images. Average weighted blending is
a common linear method, which employs simple
average of images in the overlapping regions. This
results in ghosting artifacts, blurring, and visible
seams that degrade the mosaic, so as bilinear
blending. But Linear blending method is fast and
can be a good compromise between quality and
speed if you are not too demanding on quality. The



work of Burt and Adelson[11} on multi-band
blending or called by pyramid blending has proved
particularly effective for image stitching without
blurring and ghosting artifacts. It will produce
much better results than the "Linear” mode. The
transitional areas between images will hardly
visible. The comparison results can be seen di-
rectly In [9,14]. Multi-band blending scheme en-
sures smooth transitions between images despite
illumination differences, while preserving high fre—
quency details. So we choose multi-band blending
method (2-band) in this paper.

The idea of multi-band blending is to blend low
frequencies over a large spatial range and high fre-
quencies over a short range, Image is decomposed
into a collection of N band pass images using the
Laplacian pyramid. The Laplacian pyramid of the
final image is formed as Eq. (3):

Y6, 0)= X, 0 MG 5+ X, 60— MG, 5 (3)

where X1k and X2k are the kth level of
Laplacian pyramid decomposition for the two im—
ages after coordinate adjustment, Yk is the kth
level of Laplacian pyramid decomposition for the
final combination result. And Mk is the kth level
of Gaussian pyramid decomposition of the image
mask. Pyramid blending gradually blends the lower
frequencies of the images while maintaining a
sharper transition for the higher frequencies, which
makes image clearer than other methods. The re—

sults of experiment will show in the follow section.

3. EXPERIMENTAL RESULTS

The experiment has been done on visual studio
2008 C++ environment with OpenCV library.
Before giving the experimental results, we show
the pseudo code of our stitching system in Fig. 3.

3.1 Process of present system

There are two main parts; matching and
blending. The connection of the two parts is the
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correspondence pairs. In the following, there will

be more details of the stitching algorithm.
In matching part,

® First, Modified SURF is used to detect feature
points. Modified SURF feature descriptors are 64
dimensional vectors in this experiment.

e Secondly, among this descriptors, square
Euclidean distance ratio between neighbors is
calculated, which is computed by the closest
neighbor to the second closest neighbor. If it ex-
ists and its value is lower than a threshold value
(setting as 0.5), It is maintained as neighbors.
All of which can be described by K-NN(2).

» Lastly, RANSAC is used to estimate a model of
consensus set that minimizes matching error.
This is an iterative process, the goal of which
is to find the largest feature points good to
transformation. The matching pairs fitted to the
minimizing error model are known as the correct
matches or correspondences.

In blending part,

* Homography matrix H can be estimated (Eq.(2))
hased on correspondence pairs which got from
previous step, which can be computed by LM
(12, 15].

¢ Then adjustment between images is done, in
other word, the images has been transformed in-
to the corresponding image in a same coordinate
system by the H matrix. Now the panorama has
already got, but with some stitching error of col-
or and illumination.

¢ Lastly, Multi-band blending is used to make the
transformation error or the seam invisible by re
setting the value of overlapped region according
to Eq.(3) [16].

According to the previous explanation, the
Pseudo code of this stitching algorithm is shown
in the Fig. 3.

3.2 Experiments

Experiments consist of two parts: panorama
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1. Inputimagel; .1
2 fo i—lton do
3. Detect SURF features;

if [dis(closet/dis(seccloset)] less than ratio
the two features is a match pair;

4 for i—iton

5. for j—=lton do

6. i)

1. Check all the SURF features by KNN;
L

g

10, Output are match pairs;

11, forall thematchpairs do

12 Compute Homography matrix H;

13, Transform all Images by H to a same swrface;
4. for previousresult do

15.  2-band blending;

16.  Output image is panorama image.

Fig. 3. The pseudo code of present stitching system.

quality (stitching) test and time cost experiment.
A good stitching program should make panorama
seamless and clear and be fast for using in various
application such as real time image processing. In
this experiment, we use datasets as shown in ap-
pendix A, B [17].

3.2.1 Stitching Test

Fig. 4 and Fig. 5 show the results of stitching
before multi-band blending and after multi-bland
blending. For those image, we use 4 images; imgll1,
imgl2, imgl13, imgl4 from Road dataset as shown
in Appendix B. It is easy to find out the three
seams on the Fig. 4, which caused by the ilumina-
tion and color. Fig. 5 looks very clear and perfect.

Fig. 4. Panorama with obvious seams(No blending).

Fig. 5. Panorama with seamless{with blending on Fig. 4).

Next, we will do an experiment with large data
set. In this experiment, we use 16 images of Road
dataset. Fig. 7 is the result of present program and
Fig. 6 is the result of SIFT system [14].

The present stitching system can also show its
good performance on large image dataset. The
present stitching system shows as good perform-
ance as SIFT in Fig. 6. Fig. 8. shows another
stitching results of present system by Grass data

set consisting of 17 images

3.2.2 Time Cost Experiment

Due to using the fast matching method: modified
SURF, present system is much faster than SIFT

.

Fig. 6. Panorama stitched 16 images based on
SIFT.

Fig. 7. Panorama stitched 16 images based on
modified SURF.



Fig. 8. Panorama stitched 17 images using grass
data set.

Table 2. Time cost between SIFT and present system

Image data set Road
SIFT demo(ms)

Bridge Camp

2494951 | 19478.04 | 22775.55

8271.54 | 851745

Present system{ms) 19872.29

demo as shown in Table 2. The processing time
of SIFT demo is got by the performance tool of
Visual Studic 2008. The data set that used in the
experiments, all include 16 images. Camp data and
Bridge data can be downloaded from [17].

4. CONCLUSION AND FUTURE WORKS

According to the Experiments, present system
shows its good performance with seamless panor-
ama and fast processing time even for a large im-
age dataset. We can reason ouf the answer as
follows. Correct matches can be found in case there
are some changes of illumination, color, blur, etc
using Modified SURF. Also its high speed contrib—
utes to shorting the processing time. And bundle
adjustment and multi-band blending make the
panorama searnless, In addition, LM is used to es—
timate the homography, which makes the trans-
formation more accurate.

But the present system shows its defects when
there are some noise images that are not
neighbored. So as a future work, we plan to do
more research about removing the noise before
stitching processing. Also we consider panorama
based virtual gallery[18] as a next research topic.
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APPENDIX

The test images of present paper are shown in
this appendix, which include two image dataset.
They are Object image dataset and Road image
dataset.

A. Object image dataset

The following images are Object image dataset.
Images marked from left to right, from up to down
is: 1, 2, 3, -+, 16. All the images are in the same
size with 574x 768.

Fig. 9. Object image dataset.

B. Road image dataset

The following images are Road image dataset.

Fig.10. Road image dataset.
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Images are marked from left to right, from up to
down as 0, 1, 2.. 15. All the images are in the same
size with 574x 768 resolutions.
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