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Abstract 
 

In this paper, we propose a fast and robust algorithm for fighting behavior detection based on 

Motion Vectors (MV), in order to solve the problem of low speed and weak robustness in 

traditional fighting behavior detection. Firstly, we analyze the characteristics of fighting 

scenes and activities, and then use motion estimation algorithm based on block-matching to 

calculate MV of motion regions. Secondly, we extract features from magnitudes and 

directions of MV, and normalize these features by using Joint Gaussian Membership Function, 

and then fuse these features by using weighted arithmetic average method. Finally, we present 

the conception of Average Maximum Violence Index (AMVI) to judge the fighting behavior 

in surveillance scenes. Experiments show that the new algorithm achieves high speed and 

strong robustness for fighting behavior detection in surveillance scenes. 
 

 

Keywords: Surveillance scene, fighting behavior, motion vectors, average maximum 

violence index, image analysis 
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1. Introduction 

Surveillance cameras are inexpensive and widespread these days but the manpower required 

to monitor and analyze them is expensive and inefficient. Therefore, the research of behavior 

analysis becomes a hot topic on the field of intelligent surveillance. Much work has been done 

in this field. The developments and general strategies of behavior analysis are reviewed in [1], 

including the detail presentment of the following stages: modeling of environments, detection 

of motion, classification of moving objects, tracking, behavior understanding and description, 

and fusion of information from multiple cameras. The framework in [2] for behavior analysis 

consists of four major modules: behavior modeling, feature extraction from video sequences, 

basic behavior unit discovery and complex behavior recognition. There are many kinds of 

interesting human behaviors to study. In [3], an intelligent approach is proposed to analyze 

player’s behaviors in racket sports video, which can help referees to distinguish some 

transgressors. In [4], a system is presented to detect abnormal activities by extracting the 

features of human postures. In [5], an intelligent video surveillance system is proposed to 

detect fall incidents of human for indoor safety. In [6], an approach is proposed to analyze 

driver’s behavior for traffic safety. In [7], a method is proposed for the real-time detection of 

vandalism in video sequences. 

Among the studies of behavior analysis, the auto-detection of human’s fighting behavior is 

one of the most active research topics, which has a broad application for society security. As to 

the field of fighting behavior detection, some work has been done, too. In [8], an algorithm is 

presented to detect human violent behavior, such as fist fighting, kicking, hitting with objects, 

etc, which relies on motion trajectory information and direction information of persons' limbs. 

In [9], the proposed algorithm extracts the distance features from the boundary contour to the 

centric position of humans, and trains and recognizes them by using PCA-SVM algorithm. 

However, both of them need to extract the intact contour of human, which is difficult to be 

achieved when the scene is complicated or the target is fragmentary. In [10] and [11], an 

algorithm based on analyzing the color feature of the motion region is proposed to detect 

fighting behavior, and a local complexity concept called Maximum Warping Energy (MWE) 

is introduced to describe the color changes with the variation of time and space. The algorithm 

proposed in [12] uses three steps to detect whether the behavior of a single person in video 

sequence is abnormal or not. 1) to use Mixture Gaussian Model to obtain background model; 2) 

to use color-shape information and Random Hough Transform to extract the zebra crossing, 

and segments the background; 3) to use object’s rectangle features to judge whether the 

person's behavior is abnormal or not. However, these algorithms are sensitive to color 

information of surveillance scenes, so they cannot adapt to a complicated environment such as 

night or weak illumination. In [13], the proposed algorithm uses optical flow to extract the 

speed and direction features of the moving objects, and introduces a local complexity concept 

called Violent Action Detection (VAD) to define violent activities, but optical flow has the 

disadvantages of complicated calculations and large time-consuming, and the accuracy may 

be very low if we narrow the scale of surveillance scenes. In [14], the proposed algorithm 

works well in the simple scenes with a few of people, but cannot adapt to the crowding scenes. 

In [15], limb movements are characterized by using the statistics of angular and linear 

displacement, and the entropy of the Fourier spectrum is used to measure the randomness of 

subject's motions. However, the occlusion of limb movements always exists in surveillance 

scenes. 
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There are two problems in the former algorithms for human’s fighting behavior detection: 1) 

the speed of these algorithms is too low to meet the requirement of real-time detection on 

embedded platform; 2) these algorithms cannot adapt to the complicated environment. In other 

words, the accuracy rate may reduce obviously in the dark or crowding environment. To solve 

these problems, this paper proposes a fast and robust algorithm for human’s fighting behavior 

detection. The new algorithm includes four steps: 1) to select the motion regions in videos as 

the research object, and to extract features from magnitudes and directions of motion vectors; 

2) to normalize these features by using Joint Gaussian Membership Function; 3) to fuse these 

features by using weighted arithmetic average method, and then to present the concept of 

Average Maximum Violence Index (AMVI) to describe the variation of the velocity and 

direction of motion object; 4) to detect fighting behavior in terms of the confusion degree of 

motion region in surveillance scenes. 

The paper is organized as follows. Section II discusses and calculates the motion vectors in 

fighting scene. Section III proposes a fast and robust algorithm for fighting behavior detection. 

Section IV describes the experiments by using our algorithm to detect fighting behavior, and 

discusses the performance of our algorithm. Finally, we conclude in Section V. 

2. Motion Vectors in Fighting Scene 

Fighting behavior is a kind of antagonistic behavior among two or more persons, which 

represents as drastic movements by means of persons’ bodies or weapons, such as fighting, 

robbing, murdering, etc. The scene that contains fighting behavior is called fighting scene. 

Compare to normal scene, fighting scene has some peculiar features. When violence occurs, 

the distance between two persons may be very close, and the contour of persons’ body is 

difficult to extract. Some of persons’ body such as arms and legs may move quickly, so the 

movement energy in scene may increase. Some of persons’ body may overlap each other, so 

the scene may be very disordered. 

Such features of the fighting scene can be reflected well by Motion Vectors (MV). Motion 

vectors carry much motion information such as trajectory, velocity, direction of movement, etc. 

When fighting behavior occurs, some magnitudes and residual data of motion vectors may 

increase, and the directions of these vectors may become disordered. As is shown in sequence 

diagrams of Fig.1, people in the left part of the scene are fighting with each other, while the 

others in the right part are peacemakers. Obviously, the former is fighting behavior while the 

latter is normal behavior. We divide the screen into two parts, and extract motion vectors from 

6 frames, then draw motion vectors’ distribution on (b) and (c) of Fig. 1. From the figure, we 

can see clearly that the motion vectors of fighting behavior are obviously different from the 

normal ones. The magnitudes and residual data of MV in the left part are larger than that in the 

right part, and the directions of MV in the left part are more disordered than that in the right 

part. 

 

         
Frame 1                                                  Frame 4 
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Frame 2                                                 Frame 5 

 

         
Frame 3                                              Frame 6 

(a) Surveillance scene 

       
           (b) Distribution of MV in left part     (c) Distribution of MV in right part 

Fig. 1. Surveillance scene and distribution of MV 

3. A Fast and Robust Algorithm for Fighting Behavior Detection 

3.1 Motion region segmentation 

The motion targets in surveillance scenes may be persons, animals, moving cars, etc. When 

fighting behavior occurs, there must be mutual movement or overlap among two or more 

persons. Therefore, the distance between two persons may be very close, and it is difficult to 

extract intact contour of persons’ body. So we regard the adjacent motion targets as an integral 

part of the whole, and use Motion Region (MR) to mark it. In this way, the problem of mutual 

overlap among motion targets can be solved effectively, and it can enhance the robustness of 

the algorithm to adapt to complicated surveillance scenes. Meanwhile, the speed of the 

algorithm can be improved by analyzing the motion region of the surveillance scenes. 

 

(1) Motion target detection 

Motion target detection algorithm mainly includes background subtraction method, adjacent 

frame difference method, consecutive frame difference method, optical flow method, etc. 

Among them, the adjacent frame difference method is efficient, fast, easy to implement, and 

has been widely used in motion target detection. In this paper, we use adaptive three-frame 

difference method to detect motion targets. The implementation process is as follows: 

Step1 We calculate the frame difference image Erro and the absolute gray difference 

images D(k, k-1), D(k, k+1) by using consecutive images Ik-1, Ik and Ik+1. 
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Where α is a weight value, and the initial value is set to 0.5. k is the serial number of video 

frame; 

Step2 We calculate the mean value of image Erro. And then calculate the adaptive threshold 

T1 by multiplying the mean value by a weight value. 
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Where W×H is the size of the image; β is a weight value, which is set to 10 according to 

experiments. 

Step3 We update the weight value α, and then extract motion region Mk, which is a binary 

image. In image Mk, the pixels’ values of motion targets are set to 1, while the ones of 

background are set to 0. 
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(2) Motion region marking 

There are many discrete target points in image Mk, which need to be combined to motion 

regions. This process is as follows: 

Step1 We use median filter algorithm to eliminate the isolated pixels in image Mk; 

Step2 We use image morphological operations such as dilation and erosion to remove the 

hole in image Mk, and combine the adjacent target points together; 

Step3 We use 8-connected neighborhood method to search target blocks, and calculate the 

number of target points in a target block. When the number is larger than the threshold T2, we 

regard the block as motion region and mark it. Where, T2 is set to (W×H×0.01) according to 

experiments. 

3.2 Motion Vector Calculation 

The calculation of motion vector is the basic of fighting behavior detection. There are many 

fast motion estimation methods based on block matching, such as Three-Step Search  (TSS) 

method, Two-Dimensional Logarithmic Search (2D LOGS) method, Block-Based Gradient 

Descent Search (BBGDS) method, Four-Step Search (FSS) method  and Hexagonal Search  

(HEXBS) method. 

These methods use different search patterns and strategies in order to achieve lower 

computational complexity and higher accuracy. This paper uses Improved Three-Step Search 

(ITSS) method proposed in [16], which has considered that the distribution of motion vectors 

in videos is center biased. This method uses the new design of diamond-shaped search pattern 

to reduce the possibility of being trapped in the local minimum, in this way it achieves lower 

computational complexity and higher accuracy. The implementation process is as follows: 

Step1 In Fig. 2, we search for 17 points to obtain the location of Minimum Block Difference 

(MBD). The 17 points are marked with 1 in Fig. 2. If the MBD point is located in the center of 
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the search window, the method ends; if the MBD point is in the large diamond template, then 

goes to step 2, otherwise goes to step 3. 
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Fig. 2. ITSS search procedure 

 

Step2 We use the MBD point in step 1 as the center, and reuse the small diamond search 

patterns until the MBD point is in the center of the search window. 

Step3 We reduce the step length by half and identify the new MBD point until the step size 

is equal to 1. 

There are three matching criteria in the Block Matching Algorithms (BMA): Normalized 

Cross-Correlation Function (NCCF), Mean Square Error (MSE) and Mean Absolute Error 

(MAE). Experiments show that NCCF is highest computational complexity and MAE is least 

sensitive to the difference of two blocks. Therefore, we select MSE as the matching criterion: 

 
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2
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1

kk II
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MSE                                        (8) 

3.3 Features extraction 

When the surveillance scenes contain fighting behavior, the magnitudes and residual data of 

MV may become great, or the movement directions of MV may become disordered. However, 

the experiments show that the residual data of MV cannot characterize the differences between 

fighting behavior and normal behavior well, because some normal behavior may also bring on 

the increase of the residual data of MV. Therefore, this paper mainly extracts features from 

magnitudes and directions of MV. The following five kinds of features can characterize the 

differences between fighting behavior and normal behavior. 

 

(1) Coincidence indicator fU 

Generally speaking, relative motion among persons occurs more frequently in fighting scenes. 

In this situation, the centric position of a motion region moves slowly, which lead to the small 

mean value of motion vectors. We define coincidence indicator fU to characterize this 

phenomenon. 

Simply, we suppose that a motion region can obtain M nonzero motion vectors by using 

block-matching criteria. The motion vector of the ith block is (Vxi, Vyi). We calculate the mean 

value of the motion vectors in direction x and y respectively: 
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Then, we calculate coincidence indicator fU by using the following formula: 
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Where, λ is a fixed coefficient, which is set to 0.014 according to experiments.  

 

(2) Mean value MR and variance value σR of the motion vectors’ magnitudes 

When fighting behavior occurs, some parts of the motion region, such as arms, legs and 

weapons, may move quickly, but the other parts may move slowly. Therefore, the variance of 

motion vectors’ magnitudes becomes large. We use the mean value MR and variance value σR 

of the motion vectors’ magnitudes to characterize this phenomenon. The calculation process is 

as follows: 

Firstly, we calculate motion vectors’ magnitude Ri of the ithblock by using the following 

formula: 

22 VyVxRi                                                     (12) 

Then, we calculate MR and σR: 
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(3) Entropy value Eo and minimum mean value Mo of the motion vectors’ directions 

When fighting behavior occurs, conflicts among persons may lead to disordered directions of 

motion vectors. We use the entropy value Eo of normalized direction and the minimum mean 

value Mo of relative direction to characterize this phenomenon. The implementation process is 

as follows: 

Step1 We normalize the direction of motion vectors. The direction space is divided into N 

regions, which are marked by 0 ~ N-1 respectively. The larger N is, the more prominent 

direction’s diversity feature is; the smaller N is, the more prominent direction’s consistency 

feature is. In this paper, N is set to 16. By calculating the probability of movement vector in 

every direction, we obtain the histogram H(θ) of normalized direction, which is shown in Fig. 

3. 

Step2 We calculate the entropy value Eo of normalized direction as follows: 

i
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io ppE 
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log                                      (15) 

Where pi is the possibility, it indicates the possibility that the motion vector locates at the ith 

direction. 

Step3 We calculate the minimum mean value Mo of relative direction. The relative direction 

θij between the ith and jth direction in histogram H(θ) can be calculated as follows: 
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The mean value of the ith relative direction is: 
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The minimum mean value Mo is: 
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Fig. 3. The normalized motion direction and its histogram 

3.4 Fighting behavior detection 

When fighting behavior occurs in the motion region, the features fU, σR, Eo and Mo may be 

large, and MR may be in a stable range. Meanwhile, other activities do not meet these statistical 

characteristics. For example, the fU and MR values of slow activities such as walking may be 

similar to the ones of fighting behavior, while the σR , Eo and Mo values may be small 

especially. As for the higher speed activities like running, the fU value may become very small, 

Eo and Mo values may become small correspondingly, but the MR value may become large 

obviously. According to these statistical characteristics, we use the Joint Gaussian 

Membership Function to normalize the features: 
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Where, fi represents σR , Eo, Mo or MR. Nfi is the normalize feature of fi. c1, σ1 are the mean value 

and variance value of the left membership function curves respectively. c2, σ2 are the mean 

value and variance value of the right membership function curves respectively. c1, σ1, c2 and σ2 

can be determined according to experiments, which will be discussed in Section IV. 

Experimental results show that the features have good statistical properties after 

normalization. When fighting behavior occurs in the motion region, these features can all 

attain large value; for the other behaviors, some of the features may always attain small value. 

We use the weighted average method to fuse these features, and then we obtain the feature 
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called Region Violence Index (RVI): 
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Where Nfi represents fU, MR, σR , Eo or Mo. wj is a weight value. In this paper, they are set to 0.24, 

0.18, 0.18, 0.20 and 0.20 respectively according to experiments. 

RVI is a comprehensive index that can reflect trajectory, speed, direction changes and the 

degree of chaos of movement in the motion region, and it has the strong ability to characterize 

the fighting behaviors in the scene. There usually are several motion regions in each frame; we 

select the largest RVI value as the index of the current frame, which is defined as Maximum 

Violence Index (MVI): 

}max{ iRVIMVI                                               (21) 

Because there are some complicated human behaviors and other unpredictable factors in 

surveillance scenes, false alarm may be caused in a frame by using MVI to detect fighting 

behavior. In order to reduce the false alarm rate, we propose the concept of Average Maximum 

Violence Index (AMVI), which uses the mean value of P frames’ MVI to construct the 

detection criteria for fighting behavior. 





P

j

jMVI
P

AMVI
1

1
                                            (22) 

The detection criteria can be described as follows: 
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Where, T3 is a threshold value. If flag equals to 1, it means that fighting behavior occurs in 

the scene; otherwise, the scene is normal. In this paper, P is set to 15 and T3 is set to 8 

according to experiments. 

4. Simulation and Analysis 

All the experimental videos are surveillance videos, which contain 330 video clips of fighting 

scene and 170 video clips of normal scene. Each clip lasts for 10 to 120 seconds, which 

contains 1 to 4 segments of fighting behaviors and each fighting behavior lasts for 3 to 10 

seconds. All the videos are of 352×288 (pixels/frame), 24 (bit/pixel) and 25 (frame/second). 

Fig. 4 shows some video frames in these experimental video clips. 

 

           
(a) Two persons fight outdoor                    (b) Four persons fight outdoor 



2200                           Xie et al.: A Fast and Robust Algorithm for Fighting Behavior Detection Based on Motion Vectors 

           
(c) Five persons fight indoor                   (d) Two persons fight at night 

Fig. 4. Video frames in fighting scenes 

 

Because fighting behaviors usually last for a period of time, it is not necessary to detect 

fighting behaviors frame by frame. We can detect fighting behaviors at regular frame intervals. 

Fig. 5 shows the AMVI curves extracted from the same video clip when the frame interval is 5, 

10, 15 and 20 respectively. From the figure we can see, although the difference of frame 

interval has an influence on AMVI value, the statistical properties of AMVI value are similar. 

In experiments, we can achieve the similar performance by using different Gaussian 

membership parameters according to different frame interval. Due to the page limit, only one 

group of Gaussian membership parameters is shown in Table 1. 

 

    

 

(B) Frame interval is 10 

 
         (a) Frame interval is 5                                               (b) Frame interval is 10 

 

(C) Frame interval is 15 

    

 

(D) Frame interval is 20 

 
            (c) Frame interval is 15                                                (d) Frame interval is 20 

Fig. 5. The AMVI curves with different frame interval 

 

In order to test the performance of our algorithm comprehensively, we classify the 

experimental videos according to time, site and persons’ number, and then calculate the False 

Alarm Rate (FAR) and Missed Alarm Rate (MAR) under different frame interval. The result 

of experiments is shown in Table 2. Averagely, the FAR value is about 7.7% and the MAR 

 

(A) Frame interval is 5 
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value is about 3.4%. Our algorithm has strong robustness for complicated surveillance scenes. 
 

Table 1. The Gaussian membership parameters of MR, σR , Eo and Mo when the frame interval is 10 

 σ1 c1 σ2 c2 

MR 1.0 4.2 1.4 4.2 

σR 0.6 2.8 1.0 3.0 

Eo 0.4 3.5 0.4 3.5 

Mo 1.0 4.0 0.9 4.0 

 
Table 2. Statistics on FAR and MAR for fighting behaviors detection 

videos’ property 
videos’ 

number 

frame interval is 5 
frame interval is 

10 
frame interval is 

15 
frame interval is 

20 

FAR MAR FAR MAR FAR MAR FAR MAR 

time 
day 350 7.4% 3.1% 6.3% 1.7% 7.1% 1.7% 8.6% 2.0% 

night 150 8.7% 8.7% 6.7% 6.7% 9.3% 5.3% 9.3% 6.0% 

site 
indoor 200 8.0% 4.0% 6.0% 2.5% 7.0% 2.0% 10.0% 3.0% 

outdoor 300 7.7% 5.3% 6.7% 3.7% 8.3% 2.7% 8.0% 3.3% 

persons’ 

number 

≤3 220 6.8% 5.9% 5.0% 3.6% 5.9% 3.6% 7.7% 4.5% 

4~7 200 8.5% 4.0% 7.5% 3.0% 9.0% 1.5% 9.5% 2.5% 

>7 80 8.8% 3.8% 7.5% 2.5% 10.0% 1.3% 10.0% 1.3% 

 

The computation of our algorithm focuses on the segmentation of motion regions and the 

calculation of motion vectors. During the process of motion region segmentation, there need 

about 5×W×H addition operations. During the process of motion vectors calculation, we only 

calculate the motion vectors in the motion region. In general, there is about 20% to 40% macro 

blocks needed to be calculated in the whole frame, and the average search points of each 

macro block are 17.92. In our experiments, the detection process of one frame costs less than 

85 milliseconds on TMS320DM642 platform. The algorithm can detect fighting behaviors 

lasting for not less than 2 seconds.  

Furthermore, we compare our algorithm with existing ones. Because the color of many real 

surveillance videos is not clear (at night environment), and the boundary contour of persons 

cannot be obtained easily (when they are far from cameras or overlap with others), only 

algorithms in paper [8][13] can be used in our experiments, and the performance comparison 

between our algorithm and them is shown in Table 3. From the table we can see, the FAR 

value of algorithm in paper [8] is too large when the number of persons is above 7, because in 

this situation the persons' limbs are not clear or overlap with others. Algorithm in paper [13] 

has large FAR value too, because the accuracy of optical flow reduces with complicated 

scenes. More over, the computational time of algorithm in paper [13] is too large, which is 

more than 2000 milliseconds to detect one frame on TMS320DM642 platform. However, our 

algorithm extracts features from motion regions, not from each person, so we can achieve high 

speed and strong robustness for fighting behavior detection in real complicated surveillance 

scenes. 
Table 3. Performance comparison between our algorithm and the others 

videos’ property 
videos’ 

number 

Algorithm in paper 

[8] 

Algorithm in paper 

[13] 

Our 

algorithm 

FAR MAR FAR MAR FAR MAR 

persons’ 

number 

≤3 220 5.0% 4.8% 6.2% 4.2% 5.0% 3.6% 

4~7 200 18.2% 3.3% 9.9% 3.6% 7.5% 3.0% 

>7 80 31.8% 2.0% 12.0% 2.4% 7.5% 2.5% 
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5. Conclusion 

This paper proposes a fast and robust algorithm for fighting behavior detection based on 

motion vectors. The new algorithm has two advantages: 1) it is fast enough to meet the 

requirement of real-time detection on embedded platform; 2) it is robust enough to adapt to 

complicated surveillance scenes with different illumination environment and crowded site. 

However, this algorithm can only be valid when the surveillance cameras are static, and the 

research towards to moving cameras will be the future work. 
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