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Tunnel Gateway Satisfying Mobility and Security
Requirements of Mobile and IP-Based Networks

Younchan Jung and Marnel Peradilla

Abstract:  Full-mesh IPSec tunnels pass through a black (“un-
secure””) network (B-NET) to any red (“secure”) networks (R-
NETSs). These are needed in military environments, because they
enable dynamically changing R-NETs to be reached from a B-
NET. A dynamically reconfiguring security policy database (SPD)
is very difficult to manage, since the R-NETs are mobile. This
paper proposes advertisement process technologies in association
with the tunnel gateway’s protocol that sends ‘hello’ and ‘prefix ad-
vertisement (ADV)’ packets periodically to a multicast IP address
to solve mobility and security issues. We focus on the tunnel gate-
way’s security policy (SP) adaptation protocol that enables R-NETs
to adapt to mobile environments and allows them to renew services
rapidly soon after their redeployment. The prefix ADV process en-
ables tunnel gateways to gather information associated with the
dynamic changes of prefixes and the tunnel gateway’s status (that
is, ‘down’/restart). Finally, we observe two different types of per-
formance results. First, we explore the effects of different levels of
R-NET movements on SP adaptation latency. Next, we derive the
other SP adaptation latency. This can suffer from dynamic deploy-
ments of tunnel gateways, during which the protocol data traffic
associated with the prefix ADV protocol data unit is expected to be
severe, especially when a certain tunnel gateway restarts.

Index Terms: Adaption latency, IPSec tunnels, mobile internet pro-
tocol (IP), prefix advertisement, security policy, tunnel gateway.

I. INTRODUCTION

The current conduct of public protection and disaster relief
operations faces significant challenges from problems resulting
from incompatible communication systems. In the case of in-
ternational disaster relief responses to disasters, such as earth-
quakes, different communication systems need to be consoli-
dated. Mobile and internet protocol (IP)-based network usage is
inevitable, because IP technology is transparent to application
layer entities: a city fire department, police force, and medical
emergency applications as a solution to this issue [1], [2].

Future mobile ad hoc networks will need to be able to asso-
ciate moving domain networks with the IP backbone network
[3]. As shown in Fig. 1, “secure” and “unsecure” networks are
denoted as red and black networks, respectively. In the near fu-
ture, highly mobile groups such as military users, civilian police,
fire fighters and emergency rescue units will use IP-based “se-
cure” and “unsecure” networks with few exceptions, in dynami-
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Fig. 1. Tunnel gateway and red/black networks (R-NET/B-NET).

cally moving domains [4]. Such typical examples of mobile and
IP-based networks need to satisfy requirements to seamlessly
handle their mobility. As shown in Fig. 1, the architecture of
IP-based “secure” and “unsecure” networks consists of a black
network (B-NET), red networks (R-NETs) and tunnel gateways
(TUNNSs). The term “tactical domain” refers to a domain associ-
ated with multiple R-NETs under the control of the same tunnel
gateway [5], [6]. In that case, inter-domain communication re-
quires the use of a B-NET. When an R-NET moves between
different tactical domains, the local R-NET prefix needs to be
changed. In that case, the local tunnel gateway needs to be able
to learn about changes in the local R-NET prefix.

It is crucial to control configuration and mobility manage-
ment protocol traffic effectively in dynamically changing net-
works (e.g., R-NETs), to ensure seamless communication be-
tween remote peer R-NETs. The term “IP-based secure and un-
secure networks” can apply to the following example network
configurations. A moving domain network, which is termed a
R-NET in this paper, is an autonomous system of mobile nodes
in which all domain routing uses the same address space pre-
fix. While intra-domain routing may be achieved using either
open shortest path first (OSPF) or routing information proto-

1229-2370/11/$10.00 © 2011 KICS
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col (RIP), inter-domain communication requires use of the IP
backbone network. The IP backbone network provides a B-NET
where full-mesh IPSec tunnels are included so that all R-NETs
behind the tunnel gateway can be reached [4], [7], [8]. Two dif-
ferent R-NETSs, which belong to different tunnel gateways, can
communicate by passing through the tunnel gateway associated
with each R-NET. When a R-NET moves between different do-
mains, it is necessary to allocate a domain specific routing ad-
dress (called an R-NET Prefix in this paper). The tunnel gate-
way needs to be able to learn about which R-NET associates
with which tunnel gateway, since a R-NET’s routing address
may change the tunnel gateway associated with it. This issue
can be relatively easily solved in the conventional Internet, by
exchanging the IP-prefix path vector advertised between two ad-
Jjacent autonomous systems [9]. This is the key role of BGP rout-
ing. The R-NETs in the tactical domain may require the highly
dynamic nature of ad hoc networking [3]. Strict security and
reliability requirements combined with the dynamic nature of
the network, necessitate reliable capabilities: R-NET monitor-
ing and reporting that enables a collection of R-NET status in-
formation.

In this paper, we aim to resolve two issues related to inter-
domain routing between dynamically changing R-NETs. The
first contribution of this paper is related to providing mobility
support when an R-NET appears and disappears from a tun-
nel gateway. To this end, the local tunnel gateway needs to up-
date the security policy (SP) mapping database that associates
each tunnel gateway with all the SPs corresponding to its lo-
cal R-NETs. In that case, the tunnel gateway will function as a
multicast host, which informs other tunnel gateways of changes
in its local R-NET prefix. We have called this process ‘adver-
tisement of R-NET prefixes.” The second contribution of this
paper is related to the case in which the tunnel gateway goes
‘down’/‘restarts.” It applies to a highly mobile network archi-
tecture formed over witeless links that are susceptible to fail-
ure. Each tunnel gateway is responsible for multicasting its state
in every ‘hello’ timer interval to the other tunnel gateways. If the
hello protocol data unit (PDU) from the same tunnel gateway
is not received within a predetermined time interval, the tun-
nel gateway is declared to be down. The protocol then removes
all SPs associated with the tunnel gateway that is down. In ad-
dition, when a restart of a remote tunnel gateway is detected,
all SPs associated with that tunnel gateway are removed. Every
tunnel gateway multicasts all of its local R-NET prefix informa-
tion, immediately after a restart of a remote tunnel gateway is
detected. It is difficult to avoid stale SPs that may later cause
uniformity problems in the database that associates with each
tunnel gateway in dynamically changing environments. Thus,
our approach to tunnel gateways with multiple attached R-NETs
is to distribute the addresses of networks that have not changed
as well as the changes in attached networks. Thus, the data for
each prefix advertisement (ADV) includes the whole set of pre-
fixes of the R-NET related to a certain tunnel gateway.

In Section II, we discuss related works. In Section III, we
outline the advertisement process of a tunnel gateway’s status
and the R-NET prefixes that is the main role of the tunnel gate-
way. Section IV lists recommendations of our advertisement
process for security association (SA) adaptation, the analysis

model for the advertisement protocol data traffic and analysis
results. Our conclusions follow in Section V.

II. RELATED WORKS

The IPSec tunnel gateway has been proposed to interconnect
mobile ad hoc networks to a large-scale IP network [4]. Man-
ually configuring IPSec tunnels of tunnel gateways and secu-
rity policies is labor intensive and difficult to manage. In some
cases, full-mesh IPSec tunnels are required to ensure that all the
R-NETs behind the IPSec tunnels are reachable. The main solu-
tion of [4] is to ensure that a tunnel gateway has the capability to
dynamically learn about changes of R-NET prefixes behind the
Red router. When the local R-NET prefixes change, the tunnel
gateway will inform the other tunnel gateways to update their
SPs by sending new R-NET prefix ADV PDUs that represent
the changes [10]. When the remote tunnel gateway receives the
updated R-NET prefix ADV PDU, it can either add SPs for the
new prefixes learned or delete SPs for the prefixes that no longer
exist.

The tunnel gateway serves as two types of multicast
host [11]. The first type of host is a multicast host of fully-
meshed tunnels that run in tunnel mode encapsulating secu-
rity payload (ESP) for secure transmission of prefix ADV ser-
vices. Since the B-NET is realized over commercial IP net-
works, enabling dual-use of commercial and military networks,
the enemy can easily access important information such as the
location of operational mobile units. Hence, for security rea-
sons, no R-NET prefixes should be visible in the B-NET. The
approach to broadcast hello packets can be used to provide a
means to interconnect mobile ad hoc networks to fixed IP net-
works [12]. The second type of host is a multicast host for un-
encrypted hello PDUs. This avoids the problem of hello PDUs
being visible in the B-NET. The two types of ESP tunnels are re-
quired to support IP Multicast routing for protocol data of prefix
ADV PDUs and to encrypt transmission of data traffic between
R-NETs, respectively. The tunnel gateway sends hello PDUs for
which the destination IP address is a multicast address. In con-
trast, it sends prefix ADV PDUs over an ESP tunnel for which
the destination IP address is another multicast address. The tun-
nel gateway also will function to provide a secure communi-
cation path in the B-NET routing domain for data between R-
NETs.

As shown in Fig. 2, the protocol data unit deals with two
kinds of packets: Hello and R-NET prefix ADV packets. The
un-encrypted hello packet is periodically sent over a multicast
address for the tunnel gateway discovery process. The encrypted
prefix ADV packet is sent over a multicast ESP tunnel for the
R-NET discovery process. At the end of the R-NET discovery
process, the tunnel gateway will have a full-mesh SAs and SP
ready to encrypt and forward any packets that arrive from the
local R-NETs.

The tunnel gateway detects if a remote tunnel gateway is
‘down,’” if the Hello Packets from the remote tunnel gateway are
not received within the duration of a given number of instances
of the Hello timer intervals. When a tunnel gateway that is down
is detected, all policies associated with the tunnel gateway that is
down are deleted from the security policy database (SPD). The
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tunnel gateway is required to run intra-domain routing protocols,
such as OSPF or RIP, on the red interface to learn all the R-NET
prefixes behind the red router to support dynamic routing be-
tween R-NETs. R-NET prefix ADV packets, which contain all
the local prefixes, are periodically sent (if necessary) to the mul-
ticast IP address dedicated for the protocol data of prefix ADV
PDUs. The prefix ADV packets are encrypted and sent over the
multicast ESP tunnel. That is, as the local tunnel gateway mon-
itors the local prefix for changes, in the outbound direction (red
router to black router), local security policies in the tunnel gate-
way are updated dynamically based on the local updates of the
routing table via the OSPE/RIP routing protocol. In the inbound
direction (black router to red router), any security policy updates
(adds or deletes) that are requested by the peer tunnel gateway
will be redistributed to the routing table of the OSPF/RIP rout-
ing protocol in the local R-NET domain. Thus, the local R-NET
router has a route to a remote R-NET prefix in its routing ta-
ble only if its tunnel gateway has a SA in association with the
remote R-NET prefix. In this case, because each SPD entry con-
tains its SA, SA, and SP represent the same terminology in this
paper.

III. PROPOSED ADVERTISEMENT OF TUNNEL
GATEWAY'’S STATUS AND R-NET PREFIXES

A. R-NET Prefix Advertisements

The major related work explored by Tran [4] dealt with a
proactive protocol that provides a simple mechanism to discover
a new tunnel gateway or to detect when a tunnel gateway in the
network is down, focusing on scalability. However, we aim to
resolve two issues: How to provide mobility support when an
R-NET appears and disappears from a tunnel gateway, and how
to manage status changes of tunnel gateways when one goes
‘down’/‘restarts.” We focus on robust operations that can pro-
vide additional benefits in order to overcome uniformity prob-
lems in the database that associates with each tunnel gateway
in dynamically changing envirouments. After completion of the

prefix ADV multicast from a certain tunnel gateway, every other
tunnel gateway will update the whole set of SPs associated with
that one (recall that our approach to tunnel gateways is to dis-
tribute the prefixes of R-NETs that have not changed, as well
as changes in attached networks. Thus, the data of each prefix
ADV includes the whole set of prefixes of the R-NET related
to a certain tunnel gateway). Here, we should take note that the
prefix is different from the address. An address is usually allo-
cated to each end device, while a prefix number is assigned to
each R-NET. This means that if a tunnel gateway multicasts ad-
dress information, the size of the advertisement message will in-
crease in proportion to the total number of end devices attached
to a certain R-NET. However, our advertisement mechanism dis-
tributes prefix ADVs. So, if there are N R-NETs attached to a
certain tunnel gateway, the tunnel gateway will multicast an ad-
vertisement message containing N prefix numbers.

If an outbound SP is found for an R-NET IP packet, it will
be encrypted based on its SA information and sent over the ap-
propriate tunnel destined to a remote tunnel gateway, otherwise,
it will be dropped. If an R-NET behind a red router associated
with a remote tunnel gateway is down, a local tunnel gateway
continues to encrypt and forward IP packets to that R-NET pre-
fix as long as there is an outbound SP to that R-NET prefix in
the local tunnel gateway’s SPD. In that case, an important is-
sue is to ensure that a tunnel gateway has the capability to learn
about dynamic changes of R-NET prefixes behind the remote
red router. If the local R-NET prefixes change, the tunnel gate-
way needs to inform other tunnel gateways to update their SPs,
by sending new R-NET prefix ADV PDUs containing the new
set of all R-NET prefixes that represent the changes. When the
remote tunnel gateway receives the updated R-NET prefix ADV
PDU, it can either add the SPs for the new prefixes learned from
the ADV PDU, or delete the SPs for prefixes that are no longer
available. According to [4], one approach to ensure that a tunnel
gateway has the capability is to run an intra-domain routing pro-
tocol (OSPF or RIP) on the red interface to the red router. The
intra-domain routing protocol will provide the tunnel gateway
with the routing information changed in its R-NETs. In that
case, the tunnel gateway will inform other tunnel gateways via
prefix ADV PDUs, immediately after the routing database in the
local Red interface is changed. The data of the prefix ADV PDU
includes all local R-NET prefix routing database information.

Fig. 3 shows that R-NET where prefix B moves from the
TUNN-2 domain to the TUNN-3 domain. When TUNN-2 de-
tects that the R-NET prefix B is no longer in its routing table as
it is disconnected, TUNN-2 sends an update prefix ADV PDU
to TUNN-1 and TUNN-3. This causes removal of all SPs as-
sociated with prefix B. Conversely, when the R-NET prefix B
appears in the routing table of the red interface in TUNN-3, this
starts multicasting an update prefix ADV PDU to TUNN-1 and
TUNN-2. Then, TUNN-1 and TUNN-2 will create SPs for pre-
fix B associated with TUNN-3.

B. Advertisement Process for SA Adaptation

We assume that B-NET supports IP multicast routing. Then,
the tunnel gateway will function as an end host in the B-NET
multicast routing domain. That requires two IP multicast ad-
dresses. One multicast address is used for the hello PDU and
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the other for prefix ADV PDU packets. Fig. 4 shows how a re-
mote tunnel gateway that restarts or is down can be detected. In
the active mode, the tunnel gateway sends a hello PDU and
prefix ADV PDU packets every hello timer interval. Accord-
ing to Tran’s work [4], a quiet state is defined as the period
when no SPs are updated in four instances of the hello inter-
val. The tunnel gateway reported in this paper, which was based
on that study, also declares the peer tunnel gateway to be dead
if a hello PDU from a certain peer tunnel gateway is not re-
ceived within four instances of the hello timer interval. Then,
the tunnel gateway removes all SPs associated with the peer
tunnel gateway. The tunnel gateway also recognizes the event
that a remote tunnel gateway has been restarted. A restart of a
remote tunnel gateway can be detected via receipt of the times-
tamp of the hello PDUs from the remote tunnel gateway. The
data of each hello PDU contains a timestamp that is taken at the
instant of the initialization set-up process. This initial timestamp
value can be used to detect the dead peer. When the timestamp of
the hello PDUs from the same tunnel gateway is changed, that
tunnel gateway declares that it has been restarted. Then, each
local tunnel gateway removes all current SPs with the restarted
tunnel gateway. Then, every tunnel gateway enters active mode
and sends prefix ADV PDU packets during four instances of
the hello timer interval. This is a necessary action to refresh all
SPs associated with every tunnel gateway. That is, each tunnel
gateway will have refreshed the SPD after any restarted tunnel
gateway is found.

As shown in Fig. 5, the tunnel gateway alternates between
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Fig. 4. Detecting the ‘restart’/'down’ status of a remote tunnel gateway.

active mode and quiet mode. The tunnel gateway enters quiet
mode, in which only hello PDUs are sent, to conserve band-
width in a steady state. A quiet mode state is defined as the pe-
riod when no local SPs are updated or no remote tunnel gate-
way is restarted. This implies that the quiet mode switches to
the active mode when any local R-NET prefixes are updated by
the R-NET routers associated with the local tunnel gateway or
any remote tunnel gateway restarts. As shown in Fig. 5, imme-
diately after the local tunnel gateway returns to active mode,
prefix ADV PDUs are sent four times in the time interval T'
(hello timer interval), until the condition for the quiet mode is
met. Here, the prefix ADV PDU contains all prefix information
associated with all local R-NETs including the fact that the R-
NET changed. In this paper, T' (seconds) is 30, because we as-
sumed that any changes in the tunnel gateway’s status should be
detectable within 2 minutes, that is, 47".

IV. PERFORMANCE OF TUNNEL GATEWAY
PROTOCOL

A. Analysis Model for the Protocol Data Traffic

The main role of the tunnel gateway is to dynamically dis-
cover the prefixes associated with R-NETs that change loca-
tion. In highly dynamic R-NETs, it could be the case that the
frequency of events that trigger a tunnel gateway to generate
and distribute prefix advertisements might be quite high. This
concern motivates the development of methods for reducing
the overhead of transmitting and processing these advertise-
ments. However, this paper used a reverse approach: Tunnel
gateways distribute changes in attached networks as well as pre-
fixes of networks that have not changed. This certainly increases
the size of the prefix advertisements. However, we believe that
our approach will yield additional benefits from the viewpoint of
uniformity in the prefix database that associates with each tun-
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nel gateway in dynamically changing environments. The analy-
sis model will help to ensure that the negative impact of the size
increase of prefix advertisements is slight. Also, it will guarantee
that our advertisement scheme will be simpler and more robust
to dynamic Ad hoc environments. The system we consider is the
queueing system M/D/] as a simple-scale representation of our
prefix advertisement process [13]. Our tunnel gateway system
obviously belongs to a parallel system. Therefore, modeling it
as an analytical queueing system is difficult. However, our pro-
posed tunnel gateway multicasts the Hello and Advertisement
PDUs. This means that the arrival patterns of PDU messages
at every tunnel gateway are statistically identical. This explains
why our M/D/1 queuing model is usable in our tunnel gateway
scenarios. We assume the following parameters to explore how
our prefix discovery process shows an SP adapting its latency to
the changed condition.
o Thmove: Average moving time of an R-NET from a cessation
of connection to a connection renewal
e Tyeploy: Average deployment time of a tunnel gateway from
‘down’ to restart
¢ Nprefix: Number of R-NET prefixes associated with a tunnel
gateway
o Ngate: Number of tunnel gateways in the B-NET
o Thello: Hello timer interval
e PDUgi,e: Size of prefix ADV PDU
o HeaderSizeyyto: Total PDU header size in bytes
s Prefixyio: Length of a prefix address space in bytes
o BWiink: Link bandwidth dedicated for protocol data
 I: Service time of the prefix ADV PDU at the prefix advertis-
ement system
¢ A! Arrival rate of the prefix ADV PDU for which the interval
time distribution is exponential
o Dapv:Average delay time during which the prefix ADV PDU
suffers from delay in the prefix advertisement system.

[
o«
hay]

We focus on exploring two different types of performance re-
sult: Effects of R-NET movement and a tunnel gateway’s state
changes. Let us define the moving event, as either any instance
of an R-NET prefix disappearing or any instance of a new R-
NET prefix showing up in the routing table of the red inter-
face in the tunnel gateway. Then, the average moving event in-
terval in the entire network (Average,,oyingtime) €an be com-
puted as Tiove/NprefixVgate- We fix the value of Theio to 30
seconds. Recall that when any local R-NET prefix is updated,
prefix ADV PDUs are sent four times every Theno. Then, each
tunnel gateway will receive the prefix ADV PDU at the rate of
1/min(30, A—Verage’fw). We need to study the effects of the
overhead of ESP in tunnel mode and the payload with varying
size of prefix data on PDU transmission delay [14]. As shown
in Fig. 6, the PDU size (PDUsgize), which varies according to
the value of Nprefix, can be represented by HeaderSizeyyie +
NpresixPrefixpyte, that is, (72 + 20Npreny) 1l we assume that
Prefixy, . = 20 bytes. Here, the transmission delay of the pre-
fix ADV PDU corresponds to the deterministic value of the
PDU service time at the tunnel gateway, which depends on
BW ink. In this case, the tunnel gateway will handle the prefix
ADV PDU with ‘Service time” Z = 8PDUgjpe/ BWink. Then,
we can denote the analysis model as an M/D/1 queue with

parameters A = 1/min(30, &mge—‘f"“‘gt—‘“—]ﬁ) and T = 8(72 +
20Npreﬁx)/BVV1ink'

Let the utilization factor p be AZ. Then, we can compute the
average time in queue W as AZ/2(1 — p). Here, we can de-
rive the D 4py (the average delay time during which the prefix
ADYV PDU suffers from delay in the queueing system). It can be
computed as £ + W, when we consider only R-NET movement
situations.

Next, we investigate the effects of the tunnel gateway’s state
changes. When the timestamp of the hello PDUs from the same
tunnel gateway is changed, that tunnel gateway is declared to
have been restarted. Then, each local tunnel gateway removes
all current SPs with the restarted tunnel gateway. Then, each
tunnel gateway enters active mode and sends prefix ADV PDU
packets during four instances of the hello packet interval, imme-
diately after it recognizes the ‘restart’ event of the remote tun-
nel gateway. This means that every tunnel gateways sends prefix
ADV PDU packets when a certain tunnel gateway restarts. Let
us define the deployment as any tunnel gateway restarts. Re-
call that the average deploy event interval is Tyeploy. Then, each
tunnel gateway will receive the prefix ADV PDU at the rate
of 1/min(30, f;iv—l) Recall that the PDU size (PDUgye) is
also (72 + 20 Npreix). The tunnel gateway will serve the prefix
ADV PDU with ‘Service time” Z = 8PDUyjue/BWiini. Fol-
lowing the same procedure as the first case, with parameters A
= 1/min(30, 5%22) and 7 = 8(72 + 20 Npreix)/ BW ik, we
can compute the prefix ADV PDU’s average delay time in the
queueing system (that is, Dapv = & + W) which is expected
to be severe especially when a certain tunnel gateway restarts.

B. Analysis Results

It is desirable to optimize the protocol bandwidth for each
pair of tunnel gateways. Our analysis model explored the per-
formance (e.g., SP adaptation latency) of dynamically changing
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networks. The SP adaption latency in this paper corresponds to
the Dapy value (that is, the average delay time during which
the prefix ADV PDU suffers from delay in our M/D/1 queueing
system) computed for a given mobile condition. The two dif-
ferent types of mobile situations are a movement of an R-NET
and a restart of a tunnel gateway. The various R-NET move-
ment conditions differ depending on the parameters: Tiove,
NpreﬁXa Ngate, Thetlo, PDUsize, HeaderSizebyte, Preﬁbete
and BW k. The various restart conditions differ, depending
on the parameters: Tyepiay, Nprefixs NVgates Thellos PDUsizes
HeaderSizepyte, Prefixpyte and BWiink. Recall that we fixed
Theno to be 30 seconds, HeaderSizeyyt. to be 72 bytes and
Prefixy,yic to be 20 bytes in order to reduce the computational
complexity.

Strictly speaking, it is very difficult to define the boundary
that can be used to identify if whether the D5 py value (SP adap-
tation latency in this paper) meets the requirements needed to re-
solve the mobility issues. In this paper, the SP adaption latency
does not include the delay components caused by actual physi-
cal transmission networks, such as queueing delays in the inter-
mediate routers and transmission/propagation delays in a series
of physical links. However, in our paper, we assume that if the
D apv value, which is caused by the tunnel between peer tunnel
gateways, exceeds 250 milliseconds, the SA and SPD structure
cannot adapt to dynamically mobile networks.

Figs. 7-9 show the SP adaptation latency (Dapy) in dynam-
ically changing network configurations as Ty,ove varies. Fig. 7
shows that for the case of Tyove = 200 seconds, Ngate = 16
and Nyrefix = 10, a BWyini of 0.01 Mbps causes the SP adap-
tation latency to increase to nearly 700 milliseconds. Thus, it
can be seen that a bandwidth of 0.01 Mbps cannot meet the SP
adaptation latency for protocol data traffic. Fig. 8 shows that for
the conditions of Ny, = 8 and Nppex = 10, the SP adap-
tation latency also cannot comply with the requirement for a
latency below 250 milliseconds in dynamically network config-
urations as T move approaches 200 seconds. Fig. 9 shows that if
we assume the worst case scenario (e.g., Tmove = 200 sec) of
dynamic R-NETs, a BWny of 0.02 Mbps can comply with the
requirement for a Dapy value below 250 milliseconds for the
conditions of Ngate = 16 and Nprenx = 10. Therefore, it can
be seen that it is appropriate to maintain the BW;p,;, bandwidth
within the 0.02 Mbps that is reserved for protocol data traffic.

Figs. 10-12 show SP adaptation latency (Dapy) in the dy-
namically changing restart status of the tunnel gateways, with
respect t0 Tyeploy- It is reasonable to consider the average de-
ployment time of a tunnel gateway from when it is down to
when it is restarted (Tyepioy) to be on the order of a couple
of hours. For the worst case scenario of highly mobile tunnel
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gateways, we used stress testing with Tyep10y on the order of
of a time as low as several minutes. Fig. 10 shows that if we
assume the worst case scenario (e.g., Tueploy = 200 seconds),
a BWiink of 0.01 Mbps hardly complies with the requirement
for a Dapv value of below 250 milliseconds, where the con-
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ditions are Ngate = 16 and Npreax = 10. Fig. 11 shows that
compliance with a Dapy value of less than 250 milliseconds
is possible if Nprepx decreases to 4, where the condition of a
BWiini of 0.01 Mbps can meet the requirement for an SP adap-
tation latency of below 250 msec. The number of R-NETSs under
the control of a tunnel gateway will range from 4 to 10 based
on the typical military operations. So, it is reasonable to con-
sider that the worst case will occur when the number of R-NET
prefixes associated with a tunnel gateway is about 10. Fig. 12
shows that when Ngate = 16 and Nprenx = 10, it is necessary
to reserve a bandwidth of about 0.02 Mbps for protocol data
traffic, in order to control mobility in association with R-NET
movements and tunnel gateway restarts. We argue that the tunnel
link bandwidth plays an important role in severely changing net-
work environments, and about 0.02 Mbps needs to be reserved
against a severe condition, such as when Ti,0ve = 200 seconds,
Taeploy = 200 seconds, Npreax = 10 and Ngaie = 16.
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Fig. 12. Dapv versus Tgeploy for Nprenx = 10 and BWiyjn = 0.02
Mbps.

V. CONCLUSION

The architecture of mobile and IP-based networks consists
of a B-NET that serves as the IP backbone network, and R-
NETs that can change locations. Although each R-NET domain
corresponds to an autonomous system of mobile nodes, inter-
domain communication between the local and remote R-NETs
requires the use of the two tunnel gateways associated with the
local and remote R-NETs, respectively. After completion of the
prefix ADV from a certain remote tunnel gateway that has de-
tected changes in its local R-NET prefix, every tunnel gateway
will update the SPs of the R-NETs associated with the remote
tunnel gateway.

In this paper, we recommended a simple and robust adver-
tisement process for SP adaptation to mobile environments. Our
advertisement process enables every tunnel gateway to renew
the changed R-NET prefix status within 4 x 30 seconds, imme-
diately after the R-NET prefix changes its location or a tunnel
gateway begins to go ‘down’/‘restart.’” This is possible, because
the tunnel gateway sends the prefix ADV PDUs over a multicast
address in four instances of the hello timer interval of 30 sec-
onds when its local R-NET prefix is changed. Also, every tunnel
gateway sends the prefix ADV PDUs over a multicast address
as explained, when any restarted tunnel gateway is found. Us-
ing our analysis model, we explored the SP adaptation latency
performance for dynamically changing networks. We found that
for the worst case scenario, compliance with an SP adaptation
latency of less than 250 msec is possible when the condition of
BWuk = 0.02 Mbps. Therefore, it can be seen that it is appro-
priate to maintain the BW;y,y bandwidth of 0.02 Mbps, which
is responsible for multicast of protocol data traffic. For the case
of the SP adaptation latency in the dynamically changing restart
status of tunnel gateways, we found that the other worst case
scenario requires a BW i of 0.02 Mbps to comply with the re-
quirement for an SP adaptation latency of below 250 msec. As
a result, the tunnel link bandwidth dedicated to protocol data
traffic needs to be about 0.02 Mbps against a severe condition.

We argue that our advertisement approach in which tunnel
gateways distribute all network prefixes including the changes
in attached networks, avoids problems from the viewpoint of SP
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adaptation latency performance for dynamically changing net-
works. Our prefix ADV mechanism can yield additional bene-
fits from the viewpoint of uniformity in prefix databases, in tun-
nel gateways under dynamically changing environments. This
proves that our advertisement scheme is simpler and more ro-
bust to dynamic ad hoc environments. Our future works will be
related to an extension of this work, which will make quantita-
tive comparisons between our approach, focusing on robustness,
and the other approach, focusing on SP adaptation latency, in
which tunnel gateways distribute only the changes in attached
networks rather than the addresses of networks that have not
changed.
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