
 

1. INTRODUCTION

Profit maximization has been the single most important business 
objective (Nellis and Parker, 1992). In the competitive bidding, 
however, the lowest price is the key criterion in selecting contractors 
(CIOB, 2009), which does not allow the contractors to have the 
tender price to reflect sufficient profit and risk contingencies. 
Furthermore, the competition has often made the occurrence that 
the contractors win the bids at an abnormal tender price (Gorgan, 
1992). It is serious problems such as poor quality, delay or claims 
against clients to compensate the loss of profit (Lo et al, 2007). Egan 
(1998) contends that the construction industry must move away 
from the lowest price to the best value. Despite such criticism on 
the competitive bidding, it is still the favoured route that clients 
meet their contractors. Thus, the contractors have to calculate the 
optimum tender price not only to win the bid but also to achieve 
appropriate profitability. It is possible by improving the accuracy 

of cost estimating through assessment of various factors affecting 
construction cost in bidding phase.

Until now, many studies have developed to more efficiently and 
accurately forecast construction cost. Cost models introduced and 
have developed to achieve the goal. However, most of the models 
were developed by academic researchers, and there is no any 
reference on what contractors actually use them in real business 
(Laryea and Hughes, 2009). The main reasons are the lack of experts 
to be able to deal with the model and the lack of data for analysis 
and distrust on the accuracy of the models by senior management 
(Christodoulou, 1998). Also, the models has been quantitative 
so that the bid decision process can be made clear and objective, 
rather than subjective (Kim and Reinschmidt, 2010). However, in 
real situations, subjective assessment is the most commonly used 
by contractors (Shash, 1995; Mochtar and Arditi, 2001). Given 
the factors, it is necessary to develop practical and reliable strategy 
model to help contractor’s decision making in bidding phase. It 
should be able to reflect the subjective assessment for dealing with 
both quantitative and qualitative factors affecting construction cost.

Bayesian statistics is an appropriate technique to deal with 
both the factors so that it is possible to reflect prior probability. 
The concept of Bayesian approach to statistics is to use the 
prior information (subjective experience or judgment) and the 
information contained in the data (objective factors) (Bolstad, 
2007). Given the feature of the Bayesian statistics, it can be 
effectively used to develop a strategy model. It should be handled 
by subjective experiences and knowledge.

This study developed a strategy model to help contractors to 
decide optimum tender price considering appropriate profit 
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using Bayesian regression analysis (BRA). Thus, the model helps 
the contractors to adjust their estimated tender price in the 
adjudication stage of cost estimating, ultimately which contributes 
to achieving the business objectives (appropriate profitability, 
quality, completion on time and budget) of both the clients and 
contractors.

2. RESEARCH BACKGOUND

The purpose of frequentist statistics has been obtained by 
disregarding any prior knowledge about the process being 
measured. Yet disregarding the prior knowledge is significantly 
inefficient so that the useful information measured by plentiful 
experiences and various researches exists in many areas. In this 
aspect the benefit of BRA is to use both sources of information: 
prior information about the process and information about the 
process contained in the data, which means that if the reliable prior 
knowledge is secured. This method can be relatively more relevant 
especially when the amount of sample lacks (Bolstad, 2007). 

BRA is the similar to traditional regression analysis in the 
basic notion that it analyzes the relationship, y=a+β x, between 
one dependent variable and one or more independent variables. 
Bayesian regression is much easier if the model is reparameterized 
to be “y=ax+β(x-x)”(Bolstad, 2007). The joint likelihood of the 
sample factors into a part dependent on the slope β and a part 
dependant on ax (Bolstad, 2007), Independent priors are used for 
the slope β and intercept ax. They can be either normal priors or 
“flat” priors, and the joint prior is the product of the two priors. 
The joint posterior is proportional to the joint prior times the joint 
likelihood. Since both the joint prior and joint likelihood factor 
into a part dependent on the slope β and a part dependant on ax, 
the joint posterior is the product of the two individual posteriors. 
Each of them is normal where the constants can be found from the 
simple updating rules. 

The parameters of posterior distribution calculated by BRA are 
changed by joint likelihood function and prior distribution (see 
Figure 1). However, if the prior knowledge is incorrect, and the 
difference of likelihood and priors is significant, it will be irrelevant 
to judge the reliance of posterior.

Bolstad (2007) introduced an indicator random variable. This 
study gives a small prior probability of indicating original prior that 

is misspecified. The general mixture prior is P( I = 0) g0(θ) + P( I = 
1) g1(θ) , where g0 and g1 are the original prior and a more widely 
spread prior, respectively. The joint posterior of distribution of I and 
θ is found given the data. The marginal posterior distribution of θ, 
given the data, is found by marginalizing the indicator variable out. 
It will be the mixture distribution: 

gmixture(θ|y1,…,yn)=p(I=1|y1,…,yn)g0(θ|y1,…,yn)+p(I=1|y1,…,yn)
g1(θ|y1,…,yn)                                                                                                           (1)

This posterior, Eq. (1), is very robust against a misspecified prior. 
If the original prior is correct, the mixture posterior will be very 
similar to the original posterior. However, if the original prior is 
very far from the likelihood, the posterior probability, p(i=O|y1,…

yn) , will be very small, and the mixture posterior will be close to the 
likelihood like Figure 2. This has resolved the conflict between the 
original prior and the likelihood by giving much more weight to the 
likelihood (Bolstad, 2007). 

3. METHODOLOGY

The two-stage methodology was adopted to achieve the aim of 
this study. First, data collection and analysis were performed for 
finding the most appropriate factors that affect the profitability 
of a project. Firstly, the collected data were analyzed by multiple 
regression analysis (MRA) to secure coefficients of the data 
variables versus a dependent variable. And then, the results were 
evaluated by expert survey and the reliance of sample size and 
characteristics in order to abstract the more important factors 
affecting the profitability.

Second, simulation was performed for developing models to 
predict the profit of a project with the data abstracted from previous 
stage. In the first step, traditional regression model was developed 
as a benchmark against which a Bayesian regression model could 
be measured. In the next, a survey targeting six professionals in 
construction industry was conducted to find informative priors 
for Bayesian regression model. Lastly, the Bayesian regression 
model was developed by using the informative priors, which 
was compared to the result of the traditional regression model to 
confirm the reliance of the Bayesian model.

Figure 2. Mixture posterior and the two components (Bolstad, 2007)
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4. DATA COLLECTION AND ANALYSIS

(1) Data collection
The survey questionnaire was designed to enable respondents to 

add any further factors that they considered necessary for inclusion 
to the list of related factors. The review of related researches supplies 
a list of factors that is further re-examined in expert interviews. 
They are given the task of adding to the prepared list or crossing off 
factors from the list that is irrelevant from their perspective. The 
confidence of data was come by step by step selecting procedure as 
shown in Figure 3.
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According to Table 3, independent variables simultaneously 
abstracted from model nine were year, location, building coverage 
ratio, floor area ratio, type of structure, floor finished materials, 
internal wall finished, number of basement and duration, were 
contained in model nine. P-values were also bigger than 0.05. 
The figures of B column give the coefficients of the independent 
variables versus dependent variable. However, it is impossible to 
compare the coefficient of each independent variable with the 
figures of B column since the scales of the figures are different. Beta 
value is the standardized coefficient values for solving the problem. 
Of these independent variables, the most significant variable 
affecting dependent variable was floor area ratio that has the largest 
absolute Beta value, and next was internal wall finished. 

(3) Evaluating the main factors
The nine main factors affecting the profit of a project were 

calculated from MRA. However, it is necessary to evaluate the 
factors with experiences and information of professionals and 
sample size of data to confirm real values. From the reason, of the 
main independent variables calculated from MRA, some were 
deleted or modified, and some were added.

The independent variable, completed year, had significantly high 
p-value (0.009) in the model nine, but the fundamental cause that it 
affected profit margin is fluctuation price rather than the completed 
year itself. Moreover, Jaggar (2002) said that constructors can 
expect to add more profit margin in times of a boom as there will 
be a surplus of contracts and not enough constructors around 
to carry them out and vice versa. This means that tender price is 
intentionally adjusted by construction market condition. Given 
the substantive causes that the completed year influences the 
profitability, it is more reasonable to use the fluctuation price versus 
construction period and the economic condition as independent 
variables rather than completed year of the project. However, only 
fluctuation price was used as a independent variable instead the 
completed year so that it is difficult to judge whether the bidders 
of projects collected in this study applied the condition or not. 
To use the fluctuation price, construction price indices made by 
KICT (Korea Institute of Construction Technology) was utilize. 
This is construction statistics produced for estimating fluctuation 
price on the inputs - materials, labour and equipments - related to 
construction direct cost, based on the price of specific time. 

Two factors, finished materials of floor and internal wall, were 
excluded from the independent variables for developing models 

due to the lack of reliance in terms of the size and type of the 
samples. Table 4 showed the type and number of the sample in floor 
and internal wall. However, the number of vinyl and water paint in 
each independent variable accounted for most of the samples. This 
means that it is difficult to interpret that the independent variables 
sufficiently explained the relationship with the dependent variable.

Type of building, gross floor area and contract sum were 
added to the independent variables as they are the basic factors 
in determining the tender price of a project. On the other hand, 
retaining wall and number of story were also added due to the high 
risk that the factors can result in the increase of construction cost at 
construction phase. Especially Elhag et al. (2005) ranked 67 factors 
which affect the cost of construction projects according to their 
influence and significance regarding the tender cost. The number 
of stories and level of uncertainty of soil conditions were ranked 27 
and 14 respectively. Consequently, the main factors affecting the 
project profit are like Table 5.

5. SIMULATION

The purpose of this study is to create the models to estimate 
contract sum including appropriate profit using BRA. The 
main difference between traditional MRA and BRA is whether 
informative prior is used or not. The tender price estimating 
should be accurate since it directly affects the success of a 

Table 3. Coefficient of model nine

Table 4. The type and number of samples in floor and internal wall

Table 5. Independent variables index

Model B Beta t Sig.

9

(Constant) 1265.2 - 2.885 .008
Year -.629 -.312 -2.875 .009
Location 1.565 .576 3.882 .001
N. of basement .509 .237 1.287 .211
Contract duration .043 .192 1.690 .105
Building coverage ratio .001 .388 2.759 .011
Floor area ratio -.020 -.799 -5.201 .000
Type of structure 3.230 .393 2.386 .026
Floor finished -1.756 -.439 -2.707 .013

Internal wall finished -2.603 -.608 -4.152 .000

Floor Internal Wall
Type Number Type Number

Vinyl 29 Water Paint 31

OA floor 1 Gypsum 2

Timber 1 - -

Tile 1 - -

Laminate 1 - -

Total Sum 33 Total Sum 33

Variable name unit N.B.
Duration month
Fluctuation %
Location text Urban, Semi-Urban, Rural
N. of basement number
N. of story number
Type of building text Residence, Office
Gross floor area m2

Building coverage ratio %
Floor area ratio %
Retaining wall text Slurry wall, H-Pile+E/A, CIP
Type of structure text RC, SPC
Contract sum won
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project. Moreover, as the construction projects have significant 
uncertainties, In this situation reflecting the individual experiences 
can be useful in predicting more accurate tender price. In this 
aspect, this study applied BRA and traditional MRA to confirm 
the reliability of the Bayesian model including reflection of the 
subjective views, and used a survey to secure proper informative 
priors. 

(1) Data set
The data of previous study (see Table 5) was used as independent 

variables, and profit was also used to a dependent variable for 
developing the models. The data collected from 33 completed 
projects in South Korea were partitioned into two parts, training 
set and holdout set in order to avoid bias. After a certain prediction 
model is completed, it is significantly important to confirm the 
reliance of the model. To check the model, the method to substitute 
testing data is generally used. Hair et al.(1992) describe such a 
procedure for use in dicriminant analysis, Hecht-Nielsen (1990) 
likewise addresses the use of the method to test the model of neural 
networks, and Seydel (2003) also uses partitioning the data into 
two parts. From these reasons, the data in this work is partitioned 
into training set and holdout set. 29 projects are the training data 
to create cost models, and the rest 4 projects are the holdout data 
to test reliance of the models. Furthermore, this study selected the 
projects with the different arrange of dependent and independent 
variables as the holdout set in order to test the model (see Figure 6).

(2) Traditional regression-based model
This regression-based model was calculated by SPSS 18. The 

several values of the regression model were shown in Table 6. 
R value represents correlation coefficient between all entered 
independent variables and a dependent variable, and R2 value 
shows the amount of variance in the dependent variable that can be 
explained by the independent variables (Hinton et al, 2004). 

In the result of coefficient, Table 7, duration, location, type 
of building, building cover ratio give relatively low effect in 
influencing the profit. However, most of these factors are the 
fundamental elements in calculating a project cost. Furthermore, 
location and duration is qualitative factor that should be judged 
by subjective experiences and knowledge so that the two factors 
contain complicate risks. For example, according to location, 
the project cost can increase due to delivery cost, infrastructure 
condition, claims and so on. From these reasons, these factors were 
included for calculating this regression model.

(3) The survey for abstracting informative priors
Reliable prior probability is significantly important in improving 

the value of BRA model. Thus, the main purpose of this survey is 
to secure high-quality informative priors. The targeting of survey is 
six experts whose everyday job is working in construction sector. 
Given that the respondents of this survey should judge the impact 
that each independent variables affect construction cost and profit. 
Especially, most of independent variables have a possibility to be 
able to influence the construction cost and profit by a variety of 
uncertainties while projects are progressed. In this aspect, not only 
estimators but also such non-estimators as construction manager 
and site manger were selected to the respondents of the survey. 
The survey used e-mail to communicate with respondents being in 
South Korea. 

Respondents were required to give score on how important 11 
factors listed in the second part of questionnaire are in influencing 
final project cost. The sheet like Figure 4 was used to score 
importance of each factor, and the factors were measured by scale 
of 0 to 10.

 

The result of the questionnaire is shown in Table 8. The impact 
score of each factor was rescaled. The factors that respondents 
recognized the most important in affecting final project cost were 
‘contract sum’, ‘type of building’, ‘type of structure’ and ‘number of 
basement’, whereas ‘building coverage ratio’ was the lowest impact 
factor.

Singularly, not only did expert 1 and 5 not score the impact of 
duration but the value of σ is also significantly high, which resulted 
from characteristics of duration. As mentioned in the first part, 
although duration is one of the most important factors affecting 
the profit, it is not meaningful to consider. Thus, it is likely that the 
duration factor should be considered comparing contract duration 
and actual duration along with main reasons to make the extension 
of time. 

Table 6. Summary of regression-based model

Figure 4. Sheet for scoring importance of factors

Table 7. Coefficient of independent variables

Model R R2 SD F Sig.

1 .802a .642 2.45 2.769 .029a

Variable name B SD β t Sig.

Intercept 1.432 6.661 .215 .833

Duration .014 .069 .064 .201 .843

Fluctuation .204 .216 .304 .945 .358

Location .973 1.400 .201 .696 .497

N. of basement -1.503 .993 -.710 -1.513 .150

N. of story .326 .200 .358 1.627 .123

Type of building 1.815 2.170 .247 .836 .415

Gross floor area 5.45E-05 .000 -.539 -2.085 .053

Building coverage ratio .070 .103 .151 .681 .506

Floor area ratio -.009 .005 -.397 -1.849 .083

Retaining wall -2.287 1.440 -.286 -1.589 .132

Type of structure 5.385 2.751 .678 1.957 .068

Contract sum -1.983E-06 .000 -.417 -1.623 .124

a. Dependent variable : profit rate
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The result of the questionnaire is shown in Table 8. The 

impact score of each factor was rescaled. The factors that 

respondents recognized the most important in affecting 

final project cost were ‘contract sum’, ‘type of building’, 

‘type of structure’ and ‘number of basement’, whereas 

‘building coverage ratio’ was the lowest impact factor. 

 

Table 8. Results of importance of factors 

Item 1 2 3 4 5 6 Mean σ 

Duration - 0.6 0.8 0.5 - 1 0.1750 0.7092

Fluctuation 0.4 0.2 0.8 0 0.2 0.6 0.1000 0.2360

Location 0 0.6 0 0.8 1 0.2 0.2333 0.3427

N. of basement 0.8 0.2 0 0.2 0.6 1 0.4667 0.1547

N. of story  0.2 0.6 0 0.2 0.6 1 0.3667 0.1987

Type of building 0.4 1 0.8 0.8 0.8 1 0.8000 0.0480

Gross floor area 0.2 1 0.8 0.4 0.8 0.2 0.5000 0.2040

Building coverage ratio 0.8 0.6 0 0.2 0.4 0.8 0.2667 0.2827

Floor area ratio 0.6 0.4 0.6 0.6 0.4 0.8 0.1083 0.4064

Retaining wall 0.6 0 0.4 0 0.2 0.4 0.1333 0.1227

Type of structure 1 0.8 1 0.4 0.6 0.6 0.7333 0.0587

Contract sum 1 0.8 0.6 0.8 0.8 1 0.8333 0.0227
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The values of mean and   calculated by results of a survey were 
used as informative priors for BRA, and the informative priors were 
mean and variance in Table 8.

(4) Bayesian regression-based model
It is necessary to tell WinBUGS what likelihood distribution to 

use and what prior distribution to use in order to create Bayesian 
regression models. WinBUGS requires particular program code 
like Figure 5 that it can recognize. Likelihood distribution using 
12 independents variables and prior distribution of the variables 
calculated from survey were described in Figure 5.

 In next stage total 11,000 simulations were extracted using Gibbs 
Algorism to perform Bayesian regression analysis, and then by 
discarding the first 1,000 simulations to get initial transients the 
entire 10,000 samples were extracted from posterior distribution. 
Also, posterior mean, standard deviation, and 2.5th, 50th, 97.5th 
percentile of the simulations were calculated. 

The nod statistics indicates various result values of posterior 
distribution such as mean, standard deviation and so on (see Figure 
6). Node shows the name of the unknown quantity. b0 means 
intercept of regression model, and b[1], b[2], ……,b[11] indicates 
each independent variable. Mean shows coefficient of each 
variables.

 

The MC error means the computational accuracy of the mean 
and can be made as small as desired by increasing the number of 
simulations. The On the other hand, posterior standard deviation 
represents genuine uncertainty and cannot be reduced others than 
by obtaining additional real data (Spiegehalteral et al., 2003).

Figure 7 shows the values of simulations using markov chain 
monte carlo (MCMC) and whether they become well-mixed. If 
the value in this graph is not fluctuated but constantly maintained 
during interaction, it will be difficult to judge that this simulation 
have sufficient reliance. In this sense, the values of these simulations 
became well-mixed since the part to be constantly maintained was 
not found given the graph of posterior trace. Posterior distributions 
were also graphed in Figure 8. Every graph of every node indicates 
that the posterior distributions became well-mixed.
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Figure 5. Program code Figure 7. Graph of posterior trace

Item 1 2 3 4 5 6 Mean σ
Duration - 0.6 0.8 0.5 - 1 0.1750 0.7092
Fluctuation 0.4 0.2 0.8 0 0.2 0.6 0.1000 0.2360
Location 0 0.6 0 0.8 1 0.2 0.2333 0.3427
N. of basement 0.8 0.2 0 0.2 0.6 1 0.4667 0.1547
N. of story 0.2 0.6 0 0.2 0.6 1 0.3667 0.1987
Type of building 0.4 1 0.8 0.8 0.8 1 0.8000 0.0480
Gross floor area 0.2 1 0.8 0.4 0.8 0.2 0.5000 0.2040
Building coverage 
ratio 0.8 0.6 0 0.2 0.4 0.8 0.2667 0.2827

Floor area ratio 0.6 0.4 0.6 0.6 0.4 0.8 0.1083 0.4064
Retaining wall 0.6 0 0.4 0 0.2 0.4 0.1333 0.1227
Type of structure 1 0.8 1 0.4 0.6 0.6 0.7333 0.0587
Contract sum 1 0.8 0.6 0.8 0.8 1 0.8333 0.0227

model
{# Standardise x's and coefficients

for (j in 1 : p) { b[j] <- beta[j] / sd(x[ , j ]) 
for (i in 1 : N) { z[i, j] <- (x[i, j] -  mean(x[, j])) / sd(x[ , j]) }}
b0 <- beta0 - b[1] * mean(x[, 1]) - b[2] * mean(x[, 2]) - b[3] * 
mean(x[, 3])- b[4] * mean(x[, 4]) - b[5] * mean(x[, 5]) - b[6] * 
mean(x[, 6]) - b[7] * mean(x[, 7]) - b[8] * mean(x[, 8]) - b[9] * 
mean(x[, 9]) - b[10] * mean(x[, 10]) - b[11] * mean(x[, 11]) - b[12] * 
mean(x[, 12])

# Model
d <- 13;  # degrees of freedom for t
for (i in 1 : N) { Y[i] ~ dnorm(mu[i], tau)

#  Y[i] ~ ddexp(mu[i], tau)
#  Y[i] ~ dt(mu[i], tau, d)

mu[i] <- beta0 + beta[1] * z[i, 1] + beta[2] * z[i, 2] + beta[3] * z[i, 3] + 
beta[4] * z[i, 4] + beta[5] * z[i, 5] + beta[6] * z[i, 6] + beta[7] * z[i, 7] + 
beta[8] * z[i, 8] + beta[9] * z[i, 9] + beta[10] * z[i, 10] + beta[11] * z[i, 
11]  + beta[12] * z[i, 12]
stres[i] <- (Y[i] - mu[i]) / sigma
outlier[i] <- step(stres[i] - 2.5) + step(-(stres[i] + 2.5) )}

# Priors 
           beta0 ~  dnorm(0, 0.00001)
           beta[1] ~ dnorm(0.8421, 0.7091)
           beta[2] ~ dnorm(0.4857, 0.236)
           beta[3] ~ dnorm(0.5853, 0.3426)
           beta[4] ~ dnorm(0.3932, 0.1546)
           beta[5] ~ dnorm(0.4457, 0.1986)
           beta[6] ~ dnorm(0.2190, 0.0480)
           beta[7] ~ dnorm(0.4516, 0.2040)
           beta[8] ~ dnorm(0.5316, 0.2826)
           beta[9] ~ dnorm(0.6375, 0.4064)
           beta[10] ~ dnorm(0.3502, 0.1226)
           beta[11] ~ dnorm(0.2422, 0.0586)
           beta[12] ~ dnorm(0.1505, 0.0226)
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(5) Analysis and comparison of the model outputs
Table 9 shows the coefficients of independent variables of 

traditional MRA and BRA models. Most of independent variables 
in the two models have the same positive or negative impact to 
dependent variable. For example, if the number of basement 
increased, the profit would decrease, which means that this factor 
has a negative impact to profit margin. However, the coefficient of 
each variable calculated by BRA was smaller than that by traditional 
MRA accept for Duration, Location and Retaining wall variables. 
Especially although the duration and location were significantly low 
values in correlation with a dependent variable in the traditional 
MRA model, the values in the BRA model got higher, which means 
that informative prior, six professionals’ views, largely influenced 
posterior value of the two factors. In the standard error, every 
variable except the retaining wall variable in BRA was smaller than 
counterpart, which means that the variability of coefficient reduced.  

The two regression models were tested by holdout set that were 
not used to calculate the regression models. Table 10 shows profit 
predictions of the two models. The profit predictions of BRA model 
were much more accurate than the model calculated by traditional 
MRA. The differences of BRA model versus real profit margins was 
arranged from 1.82 to 0.01, whereas that of traditional MRA model 
showed from 0.75 to 4.71. Consequently, it is confirmed that BRA 
model reflecting informative priors measured by six professionals 
allows improving the accuracy of profit predictions of projects. 

Relatively, prediction of test case 2 was calculated to significantly 
negative results although real profit margin was 1.94%. There are 
two main reasons why the prediction occurred. The first reason 
is a lot of risk factors increasing construction cost not to be able 
to predict in tender phase. Another reason is due to the feature 
of linear regression. Because the linear MRA models indicate the 
values on a certain line made by the impacts that independent 
variables affects a dependent variable. It is difficult that the linear 
MRA models predict every data accurately. Nevertheless, the results 
indicated that BRA has sufficient probability to improve the quality 
of decision making process for optimum tender price.

 

6. SUMMARY AND CONCLUSION

Bayesian statistics is an appropriate technique to deal with 
both the factors so that it is possible to reflect prior probability. 
The concept of Bayesian approach to statistics is to use the prior 
information and the information contained in the data. It should 
be handled by subjective experiences and knowledge. This study 
tried to create the strategy model to predict the actual profit of the 
construction projects for deciding optimum tendering price by 
affecting the factors. As a result, this study developed the model 
to predict the real profit margin of construction projects more 
accurately using BRA whose reliability was verified by testing and 
comparing the results. Given the feature of the Bayesian statistics, it 
can be effectively used to develop a strategy model. Consequently, 
it is confirmed that BRA model reflecting informative priors 
measured by six professionals allows improving the accuracy of 
profit predictions of projects.

The two objectives of this study were accomplished in terms 
of developing the model to make predictive profit margin at 
tendering phase using BRA verifying the reliance. Furthermore, 
contractors will be able to use this analysis to judge how variable 
factors influence the profit of projects before determining tender 
prices. Especially if the constructors have sufficient data of previous 
completed projects and experiences, they can secure the significant 
reliability of the analysis as well as estimate optimum tender price 
reflecting appropriate profit.

Figure 8. Graph of posterior density

Table 10. Comparison of predicted profit margin

Table 9. Coefficient of the MRA and BRA models
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margin. However, the coefficient of each variable calcu-

lated by BRA was smaller than that by traditional MRA 
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Table 9. Coefficient of the MRA and BRA models 

Variable Name 

SPSS Bayesian

B St. Error B St. Error

Intercept 1.4316 6.6608 9.1700 5.9940 

Duration 0.0139 0.0694 0.0514 0.0444 

Fluctuation 0.2038 0.2155 0.0440 0.1402 

Location 0.9735 1.3996 1.0680 0.9465 

N. of basement -1.5028 0.9930 -0.9255 0.5822 

N. of story  0.3261 0.2004 0.1926 0.1553 

Type of building 1.8147 2.1703 0.3331 1.8020 

Gross floor area -5.46E-05 2.62E-05 -3.89E-05 2.16E-05

Building coverage ratio 0.0703 0.1033 -0.0486 0.1072 

Floor area ratio -0.0094 0.0051 -0.0040 0.0049 

Retaining wall -2.2874 1.4398 -6.0180 2.1660 

Type of structure 5.3853 2.7512 3.4680 1.9350 

Contract sum -1.98E-06 1.22E-06 -1.58E-06 8.07E-07
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ble 10 shows profit predictions of the two models. The 

profit predictions of BRA model were much more accurate 

than the model calculated by traditional MRA. The differ-

ences of BRA model versus real profit margins was ar-

ranged from 1.82 to 0.01, whereas that of traditional MRA 

model showed from 0.75 to 4.71. Consequently, it is con-

firmed that BRA model reflecting informative priors 

measured by six professionals allows improving the accu-

racy of profit predictions of projects.  

Relatively, prediction of test case 2 was calculated to 

significantly negative results although real profit margin 

was 1.94%. There are two main reasons why the prediction 

occurred. The first reason is a lot of risk factors increasing 

construction cost not to be able to predict in tender phase. 

Another reason is due to the feature of linear regression. 

Because the linear MRA models indicate the values on a 

certain line made by the impacts that independent variables 

affects a dependent variable. It is difficult that the linear 

MRA models predict every data accurately. Nevertheless, 

the results indicated that BRA has sufficient probability to 

improve the quality of decision making process for opti-

mum tender price. 

 

Table 10. Comparison of predicted profit margin 

Test 

case 

Real 

Profit 

Traditional MRA BRA

Prediction Difference Prediction Difference

1 -0.5 4.21 4.71 -0.51  0.01  

2 1.94 -0.37 2.31 0.12  1.82  

3 6.37 5.39 0.98 6.21  0.16  

4 8.37 7.62 0.75 7.95  0.42  
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with both the factors so that it is possible to reflect prior 

probability. The concept of Bayesian approach to statistics 

is to use the prior information and the information con-

tained in the data. It should be handled by subjective expe-

riences and knowledge. This study tried to create the strat-

egy model to predict the actual profit of the construction 

projects for deciding optimum tendering price by affecting 

the factors. As a result, this study developed the model to 

predict the real profit margin of construction projects more 

accurately using BRA whose reliability was verified by 

testing and comparing the results. Given the feature of the 

Bayesian statistics, it can be effectively used to develop a 

strategy model. Consequently, it is confirmed that BRA 

model reflecting informative priors measured by six pro-

fessionals allows improving the accuracy of profit predic-

tions of projects. 

The two objectives of this study were accomplished in 

terms of developing the model to make predictive profit 

margin at tendering phase using BRA verifying the re-

liance. Furthermore, contractors will be able to use this 

analysis to judge how variable factors influence the profit 

of projects before determining tender prices. Especially if 

the constructors have sufficient data of previous completed 

projects and experiences, they can secure the significant 

reliability of the analysis as well as estimate optimum ten-

der price reflecting appropriate profit. 
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Intercept 1.4316 6.6608 9.1700 5.9940

Duration 0.0139 0.0694 0.0514 0.0444

Fluctuation 0.2038 0.2155 0.0440 0.1402

Location 0.9735 1.3996 1.0680 0.9465

N. of basement -1.5028 0.9930 -0.9255 0.5822

N. of story 0.3261 0.2004 0.1926 0.1553

Type of building 1.8147 2.1703 0.3331 1.8020

Gross floor area -5.46E-05 2.62E-05 -3.89E-05 2.16E-05

Building coverage ratio 0.0703 0.1033 -0.0486 0.1072

Floor area ratio -0.0094 0.0051 -0.0040 0.0049

Retaining wall -2.2874 1.4398 -6.0180 2.1660

Type of structure 5.3853 2.7512 3.4680 1.9350

Contract sum -1.98E-06 1.22E-06 -1.58E-06 8.07E-07
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Traditional MRA BRA

Prediction Difference Prediction Difference

1 -0.5 4.21 4.71 -0.51 0.01 

2 1.94 -0.37 2.31 0.12 1.82 

3 6.37 5.39 0.98 6.21 0.16 

4 8.37 7.62 0.75 7.95 0.42 
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However, only 33 projects were dealt with to develop the model, 
and the number of variables was restricted to 12 due to the reason 
of difficulty in securing sufficient data. It was a significant barrier 
in improving the accuracy of the model. Moreover, the level of the 
influence factors has on profits of construction projects. Bayesian 
software, WinBUGS, also has some limitations in dealing with 
many independent variables although it is has significant benefits. 
It is impossible to calculate a large number of significant factors. 
This study used the way to rescale the data to avoid values which 
might lead to overflow. And, it is to need a lot of time and effort for 
dealing with the software compared to the traditional MRA. 

This study mainly dealt with technical factors as independent 
variables such as retaining wall, type of structure, the number of 
basement and story. As a result of the development of construction 
technology, however, the risk of increase of construction cost by the 
technical factors has significantly reduced. Instead, external factors 
such as claim, infrastructure and local legislations are increasingly 
influencing construction cost. Especially such factors can result 
in the extension of project time, which can deteriorate the project 
profitability by increasing final construction cost. In this context, 
considering more external factors, completed project time, market 
and bidding condition is required for developing strategy model to 
decide optimistic tender price reflecting appropriate profit.
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