JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 13, NO. 5, OCTOBER, 2011 499

Analysis of Inter-Domain Collaborative Routing: Provider
Competition for Clients

Martin O. Nicholes, Chen-Nee Chuah, Shyhtsun Felix Wu, and Biswanath Mukherjee

Abstract:  Any server offering a routing service in the Internet
would naturally be in competition for clients, and clients may need
to utilize service from a specific server in order to achieve a de-
sired result. We study the various properties of this competition,
such as the fraction of route requests handled by a routing service
provider and the fraction of total revenue obtained. As the rout-
ing service providers (i.e., servers or routers in this context) com-
pete, they may alter behavior in order to optimize one of the above
properties. For example, a service provider may lower the price
charged for its service, in order to increase the number of clients
served. Our models are based on servers offering a routing service
to clients within representative network topologies based on actual
Internet sub-graphs. These models provide a framework for eval-
uating competition in the Internet.

We monitor key aspects of the service, as several variables are
introduced into the models. The first variable is the fraction of
client requests that will pay more for a better quality route. The
remaining requests are normal client requests that are satisfied by
the most economical route. The second variable is the fraction of
servers who choose to lower service prices in order to maximize
the number of client requests served. As this fraction increases, it
is more likely that a server will lower the price. Finally, there are
some resource constraints applied to the model, to increase the dif-
ficulty in providing a routing solution, i.e., to simulate a realistic
scenario.

We seek to understand the effect on the overall network, as ser-
vice providers compete. In simple cases, we show that this com-
petition could have a negative impact on the overall efficiency of
a service. We show that the routing variety present in the larger
models is unable to mask this tendency and the routing service per-
formance is decreased due to competition.

Index Terms: Collaborative routing, competition, inter-domain
routing, pricing, routing.

I. INTRODUCTION

Servers providing a routing service in the Internet will nat-
urally be in competition for clients, and clients may need to
utilize a specific server to meet some requirement. Success for
one client could mean failure for another client, if a necessary
server or link runs out of capacity. Our models are based on
servers offering a routing service, called inter-domain collabora-
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tive routing (IDCR) {11 to clients within representative network
topologies based on actual Internet sub-graphs. An IDCR server
provides a routing solution to clients seeking to avoid a single
autonomous system (AS) in the network. An AS is equivalent
to an entity in the Internet, such as a corporate domain. (IDCR
will be described briefly in Section IV.) These models provide a
framework for evaluating competition in the Internet.

We measure various aspects of this competition, such as the
fraction of routes provided by an IDCR service provider and the
fraction of revenue obtained. The fraction of routes providedis a
measure of the ‘market share” of the IDCR service provider. The
term IDCR server is used to denote an IDCR service provider,

We monitor key aspects of the service, as several variables are
introduced into the models. The first variable is the fraction of
premium routes. Premium routes simulate a client route where
incremental hops of the routing solution are minimized, within
the limits of a budget. Normal routes simply optimize the price
of the route within the cost budget. The second variable is the
fraction of servers who choose to lower, or discount, the prices
for offered routes by a certain percentage. As this fraction in-
creases, it is more likely that a server will discount the price.

As clients compete for limited server and network resources,
the effect on the probability of routing success, P(s), is impor-
tant to measure. We show using simple models that the P(s) can
be negatively impacted by competition. However, in larger mod-
els, this effect could be masked by the large amount of route di-
versity available to IDCR servers and their clients. When clients
must choose routing solutions within budgetary constraints, our
study shows how P(s) can increase as more IDCR service
providers lower prices, allowing more clients to purchase ser-
vices. However, as more servers discount services, some clients
may lose routing services.

Finally, there are some resource constraints applied to the
model, in order to simulate a realistic scenario. The resource
constraints are the number of connections an IDCR server can
maintain, and the capacity of the links in the network.

We seek to understand the effect on the overall network, as
IDCR servers (i.e., servers or routers in this context) compete.
Various metrics are measured in the models for each IDCR
server, such as: The fraction of routes provided and the frac-
tion of total revenue received. In simple cases, we show that
this competition could have a negative impact on the overall ef-
ficiency of the IDCR service. We show that the routing variety
present in the larger models is unable to mask this tendency and
the IDCR service is affected.

The rest of the paper is organized as follows: Section II cov-
ers related work, Section III reviews the models used to study
the effect of competition in a network, Section IV outlines the
IDCR algorithm used in the study, Section V covers the method-
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ology used to study competition among routers that provide the
IDCR service, Section VI reviews and discusses the results of
the study, and Section VII concludes the paper.

H. RELATED WORK

Our work on evaluation of the effects of competition on inter-
domain routing falls into the area of applying game theory con-
cepts {2] to inter-domain routing. A survey covering the use of
game theory in the study of communication networks stated suc-
cinctly that game theory allows algorithms to be studied when
network nodes are not fully cooperative [3].

One early work investigated properties of inter-domain rout-
ing with ‘selfish users,” in the context of game theory [4]. The
work showed that, in some simple networks, the Nash equilib-
rium can be proven to exist. The work classifies the inter-domain
routing problem with selfish users as a noncooperative game.
Our work attempts to measure effects of these types of games
in more representative networks, discussing Nash equilibrium
from the server perspective.

Another excellent work explored game theory and network
pricing from a multi-class network service perspective [5]. Simi-
lar to our work, the paper proposes two pricing tiers, one for ‘flat
pricing,” and another for ‘priority pricing.” Simulations were
performed with a mixture of application types to determine a
pricing scheme that would be ‘adoptable, i.e., satisfactory to
end-users. Our work is performed on larger, more representative
network models and focuses on client-server interaction in the
area of network routing.

Another work reviewed Internet pricing using a quality of ser-
vice {QoS) model [6]. The work chose to view the problem
from a cooperative game perspective. In a cooperative game,
there is a bargaining strategy used by the ‘players.” In addition,
the degradation of network services, as more services are sold,
is investigated at the Internet service provider/customer inter-
face. Our work applies the concept of strategy to IDCR routing
services. We seek to demonstrate that degradation of services
can occur in larger network models, as a result of server strategy
choices.

In arelated work, the competition of network access providers
(NAPs) for network resources is evaluated, as the NAPs try to
optimize their own performance [7]. The work determines con-
ditions in this network competition, where a Nash equilibrium
point (NEP) can be determined. At the NEP, no NAP can in-
crease its performance by deviating from their current strategy.

Competition of inter-domain routing in optical networks is
explored in another work, using constrained network mod-
els [8]. The goal of the end-user is to route traffic cheaply, while
each domain, or player, attempts to provide routing service for
the traffic. The links in the model have limited capacity, so a sin-
gle domain cannot route all the traffic. This is very similar to our
work, although our work attempts to evaluate the effect of com-
petition in larger, more-realistic models, and tracks incremental
hops incurred as clients use alternate routes.

Competition between ASes who are servicing a multi-homed
client is investigated, as this related work reviews possible ser-
vice provider techniques, including AS path manipulation and
AS prefix hijacking [9]. These techniques are non-standard for
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Fig. 1. Simple network for illustration purposes.

an AS to employ, but are shown to increase the AS’s share of
client traffic. Our work focuses at a higher level and seeks to
understand the side-effects of competition in a constrained and
standards compliant network.

A similar work looks at a model where nodes in the network
must bid for network traffic, and also review bids from upstream
nodes to determine how to route traffic [10}. The work proposes
a link cost function, that causes nodes to route traffic, using mul-
tiple relays, to minimize link cost as well. Our work simply sets
constraints on link capacity, and clients either accept or reject
offered routing services from each relay server.

Pricing of network services within a QoS framework is a sim-
ilar problem {11]. The work discusses a framework for dynam-
ically pricing QoS transit services and proposes the iterative al-
location adjustment heuristic, which helps an ISP assign band-
width to various services for optimal revenue. In addition, the
paper offers a method for a network engineer to determine the
‘value’ of a network link. Our work also deals with network ser-
vice pricing, but addresses the problem from a competitive point
of view.

III. NETWORK MODELS
A. Effect of Competition in a Simple Model

In this section, we show the effects of limited resources and
competition on routing in a simple network, shown in Fig. 1.
In the figure, clients have a C prefix in the label, IDCR servers
have an S prefix, destinations have a D prefix, and intermediate
nodes have a prefix of I. All links have a weight of 1, except for
those marked. The link weight in the graph is an abstraction for
the number of hops between the nodes. In other words, there are
nodes internal to the links. Link $2-D2 has a weight of 2, and
link S2-D1 has a weight of h, where h > 2.

The default route for C2 to reach D2 is C2-12-D2 and is 2
hops. If C2 wishes to avoid I2 (perhaps 12 is not trusted), the al-
ternate route C2-S1-D2 could be used, which is also 2 hops. An-
other possibility for C2 is to use the route C2-S2-D2, but that
route is 3 hops. If C2 chooses to use the alternate route through
S1 due to the lower hop count, the connection takes up resources
in S1. The default route for C1 is C1-11-D1 with an alternate
route of C1-8§2-D1, which costs & + 1 hops. If C2 has already
made its connection, then C1 must use 82, since S1’s resources
are assumed to be fully consumed by C2’s route. So, if h > 2,
then C2’s choice of server S1 causes the overall system cost to
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Table 1. Route discounting game using the simple network.

Server 2
Discount | No discount
Server 1 Discount 1,1 32,1
No discount 1,372 2,2
Payoffs to: (S1,S2)

be non-optimal (alternate route costs higher by A — 2). If C2
reserves the alternate route before C1, then client C2 is said
to have ‘first mover advantage’. The optimal move of the first
client places the second client at a disadvantage, and places the
network in a sub-optimal state. In this scenario, no rerouting is
allowed.

In order to demonstrate the impact of competition on the P(s)
of the network, imagine that link S1 - D1 is removed from the
network. Further, assume that, in this simple model, S1 can han-
dle only a single connection. In this situation, if C2 consumes
the resources of S1, then C1 has no possible alternate route to
reach D1. Since C2 optimized hop count when selecting S1, this
selfish choice has left C1 without a viable route. This cuts the
P(s) for the overall network in half.

The simple network can also be used to demonstrate appli-
cation of game theory to networking models. Assume there are
two players in the game, S1 and S2. Also, assume that the two
players (servers), S1 and S2, must choose from the following
strategies: Discount route prices, or not to discount. Further, let
the payoff to the servers be the charge received for handling a
route. The normal price for handling a route is 1 unit, while the
discounted charge is % Table 1 shows the payoff received for
each set of strategies employed by the servers. For example, the
cell containing (1,1) denotes a payoff of 1 unit for S1, and 1 unit
for S2, when both servers employed the discount strategy. The
calculations are based on the following conditions: 1) S1 and S2
have capacity for three routes, 2) four routes are needed to fully
mesh C1 and C2 with D1 and D2, and 3) the client will select the
cheapest route or in case of equal cost, the shortest route. Using
the Gambit game analyzer [12], the Nash equilibria are found
to be (discount, discount) and (no discount, no discount). If one
server thinks the other server will not discount, then the best
payoff is obtained by matching the other server’s strategy. The
same is true if one server thinks the other will discount. This
game theory concept will be revisited in the discussion of the
results in Section VI

This simple example demonstrates the routing problems that
can be introduced due to resource constraints and competition
for network services.

B. Main Models
B.1 Overview

In order to evaluate competition among routing service
providers, several models were created using the scalable
simulation framework network models (SSFNET) simulator
[13]. There are three models utilized in the study. They all ap-
proximate the power-law graphs present in the Internet. The first
model, containing 32 nodes, is shown in Fig. 2. Tier-1 routers
are enclosed by the dashed oval in the center of the figure. This
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Fig. 2. Small 32-node model.

model is leveraged from a posted SSFNET model. During the
model runs, clients of the routing service are limited to nodal
degree 1. Since all the clients are of degree 1, they do not have
access to any alternate paths via normal routing updates, which
are received via border gateway protocol (BGP). BGP is the pro-
tocol routers use to exchange route information in inter-domain
routing. Only 5 routing service providers are utilized in the 32-
node model runs.

The second and third models are larger models that are used to
demonstrate scaling of the observed effects and are created using
a tool posted on the SSFNET web site [14]. The second model
contains 110 nodes. The third model contains 208 nodes. The
last two models are both based on small subgraphs contained
within the actual Internet. These models do not have any nodes
of degree 1, so the client nodes were allowed to have a maximum
degree of 2. In addition, since clients in these models are dual-
homed, i.e., connected to more than one network connection, the
client has access to multiple paths via BGP updates. However,
for the model runs, clients were not permitted to utilize alternate
paths available in their local routing database. Instead, clients
had to rely on the routing service providers for an alternative
route.

Our models all contain servers offering a routing service,
called IDCR [1], to clients within network topologies. An IDCR
server provides a routing solution to clients seeking to avoid
a single AS in the network. This model provides a framework
for competition in the Internet. The model is also effective at
demonstrating the effects of competition.

B.2 Measurements

We measure various aspects of this competition, such as the
fraction of routes provided by an IDCR service provider and the
fraction of revenue obtained. The fraction of routes provided is a
measure of the ‘market share’ of the IDCR service provider. The
term IDCR server is used to denote an IDCR service provider.
The fraction of revenue obtained is important, as this determines
if the market share is returning a comparable fraction of the rev-
enue. As the service providers compete, they may alter behav-
ior in order to optimize one of these aspects. For example, an
IDCR server may lower the price charged for a route, in order to
increase the number of clients served.

As clients compete for limited server and network resources,
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the effect on the probability of routing success, P(s), is impor-
tant to measure.

B.3 Variables

Several variables are introduced into the models. The first
variable is the fraction of premium routes. Premium routes simu-
late a client route where incremental hops of the routing solution
are minimized, within the limits of a budget. This type of route
might be used for traffic that is sensitive to round-trip time. Nor-
mal routes simply optimize the price of the route within the cost
budget. Why would a client settle for a route that is cheaper, but
has more incremental hops? The traffic may be from a backup
data stream, which has relaxed constraints on round-trip time.

The second variable is the fraction of servers who choose to
lower, or discount, the prices for offered routes by a certain per-
centage. As this fraction increases, it is more likely that a server
will discount the price. As the model runs, a server must decide
whether or not to discount, based on comparison of a perfor-
mance metric with a threshold setting. The server may have a
tendency to discount, but then makes a separate runtime deci-
sion whether or not to discount each route.

B.4 Constraints

Finally, there are some resource constraints applied to the
models, in order to simulate a more realistic scenario. The res-
ource constraints are the number of connections an IDCR server
can maintain, and the capacity of the links in the network. Fix-
ing the number of connections a server can maintain is the main
method to force competition among IDCR servers. Each server
can only service a fraction of the requests for routing solu-
tions. By limiting the capacity of links in the model, an IDCR
server with low nodal degree may find link capacity constraints
determining how many clients can be served. These constraints,
even though they make our models more realistic, relate to only
a portion of the constraints required to duplicate the actual net-
work. These simple constraints are able to force routing solu-
tions to use more links in the network and approach the type of
load balancing that occurs in a real network, which was critical
for our study.

IV. INTER-DOMAIN COLLABORATIVE ROUTING
(IDCR) ALGORITHM

This section outlines IDCR [1], and then presents the details
of the IDCR algorithm that were used in this study. IDCR is
used as a sample multi-path protocol for evaluating competition
between servers and clients. Another multi-path protocot could
be substituted.

A. Inter-Domain Collaborative Routing (IDCR) Algorithm
Overview

The IDCR algorithm allows IDCR servers to collaborate with
client routers, if necessary, to find a route meeting some require-
ment, such as avoiding a particular AS. Fig. 3 clarifies the en-
tities used in the algorithm. The IDCR algorithm performs the
following actions at each client, or ASs.

1) Determine the route, Py, to an IP prefix, IPd, using the BGP
default route,
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Fig. 3. Important concepts of IDCR.

2) Determine if the untrusted AS, ASy, is on the route,

3) Determine if ASy is on the BGP default route to the collabo-
rating router, ASt, and

4} Collaborate with ASt to create a route using a broadcast re-
quest and response mechanism. The final route consists of
the concatenation of the sub-path Pr from ASs to ASt and
the sub-path Py from ASr to the destination, ASp.

B. IDCR Modifications

The IDCR protocol was extended slightly in order to gather
the data for this work. IDCR server code was changed so that a
cost would be calculated and attached to an offered route. The
cost calculation is based on route quality, measured in incre-
mental hops, as well as on the resource loading of the server. A
more-heavily-loaded server will increase the route cost. In order
to determine the best response from a server, the client would
not only review the incremental hops of the offered route, but
would weigh the cost of the route to be paid to the server.

In addition, the concept of a link load monitor was introduced.
A particular IDCR load monitor was selected a priori to monitor
the number of trusted connections utilizing each link. Before an
IDCR server would offer a route, the server would verify that
the links could handle the load, using the load monitor. After a
route was accepted by a client, the server would notify the load
monitor. The load monitor would then update the load on the
links in the network.

V. METHODOLOGY
A. Variables and Measurements

A handful of routers are pre-selected to provide the IDCR ser-
vice, before the models are run. In addition, the values of other
controlled variables are determined before the set of runs, in-
cluding: 1) Link capacity, 2) maximum number of connections
per IDCR server, and 3) IDCR server discount percentage. The
set of runs is then performed, varying the values of the follow-
ing independent variables: 1) The fraction of servers who may
discount route cost, 2) the fraction of premium routes handled
by clients, and 3) the budget available for clients to purchase
routing services.

Clients determine an ASy for a route as described in
Section V-B. The client, ASg, then collaborates with the IDCR
servers in the model to find a route around the single chosen
ASy.

The calculation of the cost of the route offered by the server
is influenced by the fraction of servers discounting. During ini-
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tialization, in order to simulate a practical setting, each IDCR
server randomly determines if it has a tendency to lower route
prices. This is called a strategy in game theory terms. When the
IDCR server determines that its acceptance rate is lower than
a pre-determined target value, the server with this discounting
tendency will start to discount. The acceptance rate is the rate
at which clients are accepting the offered routes from the server.
This rate is monitored for a period, and if the rate is lower than
the target, the server begins to discount route pricing.

The calculation of the cost for a route is also affected by the
resource loading on the server. The intent of this relationship
between the cost and the resource loading was an attempt to
load balance clients across servers. As a server becomes more
heavily loaded, the cost to collaborate with the server increases.
The cost increase provides some incentive for clients to seek
other servers.

Each run of the model provides a different level of service to
client routers, measured by the probability of routing success.
In addition, the side effect of incremental cost in hops to use
an alternate route is tracked. Since the goal of this work is to
uncover the effects of competition and collaboration, statistics
are maintained on each IDCR server and client.

B. Model Runs

Each model run under SSFNET takes place in three phases. In
phase one, the configuration of the IDCR service is performed,
setting all the controlled variables, including the identities of
the IDCR servers. This information is passed into the model run
via a master SSFNET configuration file. Next, the independent
variable set is chosen and passed into the run-specific SSENET
configuration file. These are off-line processes. Then, the actual
SSENET simulation is performed.

The routers providing the IDCR service advertise the service
in phase two of the model run. Client routers create the set of
service providers, F, using the advertisements. The IDCR pro-
tocol appends the advertisement in the form of a route attribute
added to BGP route updates. Each BGP route update includes
route information, such as an Internet protocol prefix (IP pre-
fix), and the origin AS. The AS which services an IP prefix is
the origin AS for that IP prefix.

Finally, in phase three, client routers perform an iterative rout-
ing test to gather routing success statistics. The routing test re-
quires the router to determine default routes to every destina-
tion and then attempt to route around each intermediate AS in
each route. The test performs the following detailed steps at each
client.

1) Select the k IP prefix/origin AS (OAS) pairs ASp; /IPp; to
ASpx/TPpx (where k represents the number of destinations,
and is typically 10-100),

2) Determine the default route to ASpy, where 1 represents a par-
ticular destination in the range of 1-k,

3) Determine the list of intermediate ASes, ASy; to ASy;,
where X is the number of intermediate ASes that could be
assumed to be untrusted, and

4) Attempt to collaboratively create a route to ASp, while avoid-

ing ASy,, where z represents a particular intermediate (and
untrusted) AS in the range of 1-x.
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Fig. 4. Overall results with budget {3 6); (a) Overall average incremental
hops and (b) overall P(s).

For example, if the route from AS17451 to AS6939 is “17451
42 6939,” then AS42 would become ASy. An attempt would be
made to create a route from AS17451, ASs, to AS6939, ASp,
that does not transit AS42, ASy. More than one simultaneous
untrusted AS is not handled by IDCR.

The model runs were executed using a version of the IDCR
algorithm. We believe this scheme would be useful for evalu-
ating the effects of competition on other inter-domain routing
schemes, such as multi-path interdomain routing (MIRO) [15].

V1. RESULTS AND DISCUSSION

In this section, we show the positive effects of competition,
including: an increase in P(s), and a decrease in average in-
cremental hops of a routing solution. In addition, we show that
some clients may experience a loss of routing solution, due to
pressure on network resources.

A. Top-Level Metrics

Figs. 4(a) and 4(b) show the most critical measurements for
the overall IDCR service, namely the average incremental hops,
and the overall P(s}. All curves are from the 110-node model.
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These curves were created using data obtained with a budget
value pair of (3 6), meaning that average routes could spend up
to 3 units, while premium routes could spend up to 6 units. The
fraction of premium routes, ranging from 0.0 to 0.99, is used
as the label for each curve. For example, the curve labeled 0.5
shows results where the fraction of premium routes was 0.5.

We found that, with the spending budget of (3 6), most routers
could at some fraction of premium routes purchase a routing so-
lution within budget. In these curves, there is a general transition
point that occurs at fraction of servers discounting = 0.2. At this
point, a number of IDCR servers start discounting route pricing,
leading to an increase in P(s) and a decrease in the average in-
cremental hops for a trusted route. This increase in P(s), shown
clearly on the line with x markers in Fig. 4(b), is due to the abil-
ity of more clients to afford routing solutions.

Although it appears that many of these curves have a transi-
tion in the range of 0.2 to 0.3 fraction servers discounting, we
found that, by changing the random number generator seed, the
transition point moved slightly, but the curves were very similar
to those presented in this work.

In order to more clearly see the actual number of servers that
have the discounting tendency during the model runs, Fig. 5
shows a graph of this data. For example, at fraction of servers
discounting = 0.4, there are 5 servers with the tendency to dis-
count.

B. Client Acceptance and Routes Provided

Let us examine the client acceptance curves for AS 1
in Fig. 6(a). When there is a low fraction of premium routes, i.e.,
most clients are simply looking for the cheapest route (lines
marked 0.01 and 0.1) within the fraction of servers discount-
ing interval of 0.1 to 0.2, AS 1 is not discounting routes, so the
accept rate is low. However, when the fraction of servers dis-
counting increases to 0.3, several more ASes began to discount,
including AS 1. When AS 1, atier-1 AS, offers a lower price, its
client acceptance rate increases dramatically (0.13 to 0.22 for
fraction of premium routes = 0.01). However, the fraction of
routes provided by AS 1 does not respond similarly as shown
in Fig. 6(b). There is only a weak increase in the fraction of
routes provided at fraction of servers discounting = 0.3. There

Fraction client acceptance
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Fig. 6. AS 1 results with budget (3 6): (a) Acceptance curves and (b)
fraction of routes provided.

are two reasons for the apparent lack of coherence between the
curves. First, the fraction of client acceptance increase was more
dramatic in part because less offers were extended, since AS 1
filled its capacity for connections. Second, more routes were
able to be serviced, due to discounts being offered, and this
masked the success of AS 1 at capturing route purchases. So,
the discounting strategy selected by AS 1 only allowed the AS
to maintain its share of routes.

The increase in fraction of routes provided by AS 1, seen on
the line with the x markers in Fig. 6(b), had an effect on the over-
all P(s) for the clients in the network, as shown by the curves
in Fig. 4(b). This means that the increase in fraction of routes
provided by AS 1 came due to clients getting better service in
the form of more routes completed. In fact, the curves show a
positive correlation between P(s) and the fraction of servers
discounting when there is a low fraction of premium routes.

A larger pattern can be observed from the AS 1 acceptance
rate shown in Fig. 6(a). As the fraction of premium clients in-
creases (lines marked 0.01 to 0.99), overall this has a positive ef-
fect on the client accept rate for AS 1. This is due to the fact that
AS lisatier-1 AS, and its routes are more expensive. As clients
process higher numbers of premium route requests (higher bud-



NICHOLES et al.: ANALYSIS OF INTER-DOMAIN COLLABORATIVE ROUTING...

S e ’ I S——

N - e
015} e e - a - ]

@ e
Ot g

Fraction client acceptance

Fract. prem. rts,

0.08

1 . .
0 0.2 04 0.6 0.8 1
Fraction of servers discounting

(@)

0.25 : .

Fract, prem. rts.

JRRE.
e
o
R
RS
e
o

ol
googo

[BENBWLIO

02r

&
wSe

018k

Fraction of routes provided

0 0.2 0.4 0.6 08 1
Fraction of servers discounting

(b)

Fig. 7. AS 8342 results with budget (3 6): (a) Acceptance curves and (b)
fraction of routes provided.

get and low incremental hop count being more important), AS 1
sees an increase in business. However, the curves trend down-
wards as higher numbers of ASes discount routes.

Now, we review the same curves for a lower-tier AS, AS
8342. In the fraction of client acceptance curve, Fig. 7(a), the
curves exhibit much less stable behavior than for AS 1. For a
lower-tier AS, the fraction of client acceptance is more sensitive
to the fraction of servers discounting than for a tier-1 AS. The
curves have a bathtub shape, due to the movement of clients to
other servers who start discounting, but as the cheaper routes be-
come less available, clients return to AS 8342, who offers inher-
ently cheaper routes than the higher-tier servers. In addition, at
fraction of servers discounting = 0.7, AS 8342 ‘decides’ to start
discounting, which leads to an increase in client acceptance.

The fraction of routes provided curves in Fig. 7(b) show a
different shape. When there are less premium routes required,
shown by the line with x markers, the lower-tier AS, such as
AS 8342, achieves its highest fraction of routes provided, since
more clients are handling normal routes that optimize price. Dis-
counting by AS 8342 helps slightly, as some of the curves, la-
beled 0.3 and 0.5, recover at 0.7 and 0.8 fraction of servers dis-
counting. AS 8342 chooses the price discount strategy at frac-
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Fig. 8. AS 1 results with budget (3 8): (a) Revenue received curves and
(b) average incremental hops.

tion of servers discounting = 0.7.

C. Revenue Share and Incremental Hops

It is important to understand how competition affects revenue
for an AS and determine whether or not choosing the strategy of
lowering price is effective. This section also reviews the effect
of competition on incremental hops of the final route.

Fig. 8(a) shows how AS 1 was able to recapture a much larger
fraction of the revenue spent for trusted routes, when it began to
discount its routes. The lines marked 0.7 and 0.8 increase dra-
matically as AS 1 changes its discounting policy from no dis-
counts at fraction of servers discounting = 0.2 to offering dis-
counts at fraction of servers discounting = 0.3. Finally, Fig. 8(b)
shows an interesting result occurring over the same interval. The
average incremental hops for a trusted path provided by AS 1
decreases from 4.5 down to 4.0 hops on the line marked 0.01.
This is the largest change in the incremental hops for AS 1 in
the series and it occurs due to a change in discounting policy.
Since AS 1 offers routes for less cost, some of its better routes
are able to be purchased by clients, who earlier would have ac-
cepted less-optimal routes offered by other servers, since they
were less expensive.
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Fig. 9. AS 8342 results with budget (3 6): (a) Revenue received curves
and (b) average incremental hops.

Fig. 8(b) shows that, when the fraction of premium routes is
high, namely lines labeled 0.9~0.99, the average incremental
hops starts out under 1.5 and decreases to 1.1 hops. The client
which receives these premium route requests can purchase the
low incremental hop count routes offered by AS 1.

The fraction of revenue received for the lower-tier AS, AS
8342, is shown in Fig. 9(a), whose curves follow the same ini-
tial trend as those of AS 1. However, there is a very large differ-
ence between the curve labeled 0.01 and the other curves. This
curve shows that the lower-tier AS is able to bring in a much
larger fraction of revenue, when the fraction of premium routes
is very low. When the budget is very constrained, clients favor
the lower-tier routers which can offer cheaper routes. In addi-
tion, the curves show that AS 8342 cannot maintain the same
fraction of revenue received as other servers discount,

Fig. 9(b) showing incremental hops for routes provided by
AS 8342 reveals that there is a break in all curves when the
fraction of servers discounting is between 0.6 and 0.7. This is
another effect of AS 8342 deciding to begin discounting in this
interval. At this point, clients purchase routing solutions with
lower hop count. The incremental hop count curves for AS 8342
demonstrate a range of roughly 1.5 hops, with the best hop count
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Fig. 10. Revenue received with budget (3 6): (a) AS 1—tier 1 and (b} AS
8342 - Lower Tier.

of about 3 hops. In contrast, Fig. 8(b) shows that AS 1 has a
larger range of 2 hops, with the lowest curves starting out at
about 1.5 hops.

Figs. 10(a) and 10(b) show that neither AS 1 nor AS 8342
is not able to compete and maintain income after servers start
discounting routes. Once either server starts discounting their
route prices, their income falls off. Fig. 10(a) shows that AS 1
is able to minimize the loss, as the fraction of premium routes
increases. In this case, AS 1 is discounting few routes, and com-
petition from other routers has only a slight effect on income.
For example, at 0.99 fraction of premium routes and fraction of
servers discounting = 0.4, AS 1 lowers the price on 25.6% of
the routes purchased, while at 0.01 fraction of premium routes,
AS 1 lowers the price on 96.4% of the routes purchased. The
lower price allows AS 1 to run at full capacity on connections
in both cases. In contrast, at fraction of servers discounting =
0.3, AS 1 is not lowering the price at all, and at 0.01 fraction
of premium routes, AS 1 is only running at 85.6% of capacity.
Fig. 10(b) shows the flat revenue of the lower-tier AS. In addi-
tion, the fraction of premium routes has very little effect on the
revenue received by AS 8342.

Figs. 11(a) and 11(b) illustrate the competition that is oc-
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curring among the ASes for ‘market share’. For example, in
Fig. 11(a), the lines marked with circles show two ASes which
cannibalize each others’ clients. As they transition from 0.2 to
0.3 fraction of servers discounting, AS 701 increases the fraction
of routes provided, while in the same interval AS 286 decreases
the fraction of routes provided by a comparable amount. The
routes serviced for one particular client (AS 4651) decreased
61% (from 18 down to 7) for AS 286, while in the same inter-
val, the routes serviced for the client by AS 701 increased 91%
(from 21 to 40). This movement of customers is because AS 701
chooses the discounting strategy at fraction of servers discount-
ing = 0.3, and discounts most routes that are purchased. The
client AS is directly connected to AS 701, but chooses to utilize
AS 286, which is 3 hops away, for routing services, since the
routes are more economical. However, when AS 701 discounts
the lower-hop-count routing solutions, the customer AS changes
servers.

D. Route Request Failures

Examining the cause of client routing request failures as
servers compete reveals the pressure that competition has on the
network. This pressure on the network causes some clients to
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Fig. 12. Route failure summary with budget (3 6): (a) Routes failing due
to cost and (b) fraction of route failure study.

Table 2. Metrics with 0.3 fraction of premium routes and budget (3 6).

Metric Fraction of servers discounting
0.0 0.5 1.0

No response to request 481 868 819

Routes failed due to cost | 662 | 228 248

Routes provided 1456 | 1503 1532

be unable to find routing solutions. Figs. 12(a) and 12(b) show
causal information about route request failures. Fig. 12(a) shows
the number of routes that failed due to cost, that is, when there
was a route available, but the client budget would not allow a
purchase to be made. As the IDCR servers begin to discount at
fraction of servers discounting = 0.3, the number of route fail-
ures due to cost falls dramatically. In fact, the curves labeled 0.7
and above decrease almost to 0. This is important, as this is the
point where most of the cost-sensitive clients have been served.

Fig. 12(b) shows more detail regarding the failure rate of
routes, due to revenue and other causes. To correlate with the
prior figure, the line labeled ‘0.7 cost’ falls almost to O at a
fraction of servers discounting = 0.3. This figure shows that
more cost-sensitive clients are being serviced, but what we
have discovered is that an increased number of clients receive
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no responses to routing requests as more servers discount. Ta-
ble 2 shows a breakdown of client routing numbers, clearly
demonstrating the growth in route failures due to lack of re-
sponse. When no servers are discounting, there are 481 requests
that receive no response, but when all servers discount, this
number increases to 819, a 70% increase.

There are two reasons for no response from a server: 1) No
route is possible or 2) no resources are available. Since there
were only 481 failures when no servers were discounting, this
implies that there were at most 481 cases where no routing solu-
tion existed, assuming all failures were due to this cause. There-
fore, all the new failures that appear are due to lack of re-
sources. As illustrated in Section III, some clients have found
that the required server or link is out of resources, leaving
them with no routing solution. This implies that the incentive
of increasing cost for collaboration with a more heavily-loaded
server is not able to move sufficient clients to alternate servers or
routes. In addition, further analysis of the routing failures shows
that constrained link capacity plays a large role in increasing
routing failures for some clients.

E. Budget

Model runs were performed at several other budget value
pairs. The graphs of results for these runs are not included in
this work. As the budget is changed, the shapes of the curves
are similar. Fig. 13 shows how the fraction of routes unroute-
able due to cost decreases as the budget is increased. The line
with the x markers shows how the failures due to cost fall off
quickly above 0.2 fraction of servers discounting. The choice to
focus on data for the budget of (3 6) was made due to the fact
that, at this cost budget, most routes are economical enough for
the clients.

F. Equilibrium with 110-Node Model

We studied the equilibrium of the 110-node model, by run-
ning the model with only one independent variable, the frac-
tion of premium routes, but using many different seed values
(n = 100). The fraction of servers discounting was fixed at 0.5
for all runs. Each server has a 50% probability of choosing the
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Fig. 14. Stability study with multiple seeds: (a) Probability of success,
P(s) and (b) failed routes.

discounting strategy. The budget was set to (3 6) as in all the
prior model runs. Fig. 14(a) shows the gradual increase in the
probability of routing success, P(s), as the fraction of premium
routes increases. However, Fig. 14(b) shows how the number
of clients which do not receive a response to a routing request
increases almost 2x. The number of routes failed due to cost de-
creases even faster, creating the increase in P(s). This is a more
complete picture of the issue with no routing response shown in
Table 2. An increase in routing success due to more premium
routes is expected, but the side effect of increasing routing re-
quests seeing no response is an issue.

G. Server Capacity Sensitivity

The capacity of the servers, although fixed for all prior runs,
was varied in a set of runs to illustrate the impact of this de-
pendent variable. In Fig. 15(a), the line labeled 160 shows the
effect of too few resources in each server. Even when the frac-
tion of premium routes climbs above 0.2, meaning clients have
more money for a route purchase, the clients are unable to pur-
chase the routes. The line is relatively flat. The line labeled 340
shows the other extreme. The servers have plenty of capacity, so
as clients are able to afford more routes, P(s) increases in the



NICHOLES et al.: ANALYSIS OF INTER-DOMAIN COLLABORATIVE ROUTING...

—
@
o
@
o\
@
8
S o4} B
2]
-
[=}
=
F 03 E
©
Ee)
©
Q
a
o2} ]
Capacity
0.1+ 160 ——1 ]
0 ! : . .
0 0.2 04 06 0.8 1
Fraction of premium routes
(a)
T T T T
1200F g ]
o
R
1000 L 0 4
T o - ]
- N —
o T
® soof
£ b
n
e
g 160 - cost —+—1
800 200 - cost k--x--4 |
S 240 - cost - %=
s o
[
Qo
S
=} 4
2 :
300 - no resp ——
- NO resp —<—
200}
0 L i 1 i
o 0.2 0.4 0.6 0.8 1
Fraction of premium routes
(b)

Fig. 15. Stability study varying server capacity: (a) Probability of suc-
cess, P(s) and (b) failed routes.

same region of greater than 0.2 fraction of premium routes.

Fig. 15(b) shows the effect of varying server capacity on rout-
ing failures. The line labeled “340-cost” shows that above 0.2
fraction of premium routes the number of routes failing due to
cost starts lower and drops dramatically. In contrast, the other
cost lines start higher, and drop more slowly. Most important
are the lines for failures due to lack of response. Note the dif-
ference between the lines, labeled “160-no resp” and “340-no
resp.” When servers have a constrained capacity of 160 connec-
tions, there are 55% more failures than with a capacity of 340 at
a fraction of premium routes equal to 0. When there are only
premium routes being handled, the difference becomes more
extreme, with a capacity of 160 resulting in 71% more fail-
ures than running with a capacity of 340. This explains why the
model run using a capacity of 160 connections sees no increase
in P(s). Critical server capacity fills rapidly, and these critical
servers are unable to respond to clients which need their collab-
oration to complete a route.

H. Other Models

Similar curves were generated using the 208-node and 32-
node models. The results were similar to those presented for
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110-node. For these and additional results, please see [1].

VII. CONCLUSION

We have created several models to evaluate the effects of com-
petition among routers providing an inter-domain routing ser-
vice, called IDCR. We find that, like a large company in the
free market, higher-tier ASes are able to capture a large share of
the need for the routing service, and are able to recapture mar-
ket share, even when lower-tier routers discount the services of-
fered. In addition higher-tier ASes can grow revenue by choos-
ing the discount strategy. Lower-tier ASes cannot maintain mar-
ket share when higher-tier ASes discount, and cannot maintain
revenue.

We have shown that competition among routers, when clients
have constrained budgets, has a positive effect on the number
of clients who can purchase services with budget constraints.
However, the side effect of the competition results in a loss of
routing solutions for other clients. These clients see no response
from a server when requesting service. Our work shows a large
percentage of these failures is due to link overloading.

In the future, we will work on the following areas: handling
more than one simultaneous untrusted AS with IDCR, measur-
ing routing overhead of IDCR, and experimenting with strate-
gies to mitigate routing failures due to competition.
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