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Abstract

Customer behavior pattern discovery is the fundament for conducting customer oriented services and
the services management. But, the composition, need, interest and experience of customers may be
continuously changing, thereof lead to the difficulty in refining a stable description of their consistent
behavior pattern.

This paper presented a new method for the behavior pattern discovery from a changing collection of
customers. It was originally inspired from the swarm intelligence of ant colony. By the adaptive clustering,
some typical behavior patterns which reflect the characteristics of related customer ciusters can extracted
dynamically and adaptively.
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1. Introduction

Customer behavior pattern discovery is the
fundament for conducting customer oriented
services and the services management. Clustering
technology is widely applied in data mining,
knowledge discovery, as well as the customer
behavior pattern discovery, which groups data
sets into classes by similar features for each
class [Wu and Wang, 2004, Ng and Huang
1999]. Traditional cluster analysis is based on
some typical clustering algorithms, such as LF
algorithm, K-Means algorithm and Informat-
ion Entropy algorithm. It's difficult in avoiding
the disadvantages of long time convergence,
easy stagnation and local optimization [Liy, 2008].

Usually, customer behavior patterns and their
interest are supposed to be classed into some
predictive types by an empirical survey or ex-
isted experience. However, the composition, need,
experience and interest of customers may be
continuously changing, thereof lead to the dif-
ficulty in refining a stable description of their
consistent behavior pattern [Mu, 2009). So, the
dynamically adaptive technology had to be ex-
plored for the improvement of current cluster
analysis in customer oriented services,

Fortunately, swarm intelligence provides a
very helpful means to solve those problems.
Swarm intelligence comes of the scientists’ re-
search and their observation on the sociality of
insects, ants, and fishes. The so-called swarm
intelligence is that a great many of simple,
unintelligent units unite into a group and ex-
press intellectual behaviors through mutual co-
operating with each other [Bonabeau, et al,

1999}, Swarm intelligence exhibits a number of
interesting properties such as flexibility, ro-
bustness, decentralization and self-organization
[Kennedy, 2001}, It is widely used in nonlinear
optimization, knowledge discovery, communi-
cation networks, data-mining, etc [Jain, et al,
1999;-Tian, et al, 2005].

In the recent years, some scholars studied
clustering problem according to the idea of
swarm intelligence {Wu and Wang, 2004, Ng
and Huang 1999; Handl, et al, 2005]. Inspired
from the swarm intelligence of clustering be~
havior by ant colony, this paper presented a new
method for customer behavior pattern discovery.
It can handle large category dataéet more rap-
idly, accurately and effectively, and keep the
good scalability at the same time. Besides, it
doesn’t require to set the number of destined
clusters in advance. By the cluster analysis of
online shoppers, this method exhibited excellent
ability in adaptive and dynamic behavior pattern
discovery.

2. Clustering Algorithm based on Swarm
Intelligence

2.1 Clustering Behavior by Ant Colony

<Figure 1> is a famous observation on the
clustering behavior by ant colony [Bonabeau,
et al,, 1999].

The first picture in the left was 1500 dead
ant bodies dispersed randomly on a round area
of 25cm in diameter. Those bodies had been
carried and accumulated into some heaps by
the ant colony alive. The following pictures
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of the objects X, = (z,), zp, - 2,,)is 2z,
xz;; appears g; times in D, thusg; = sum,
{x,,= z,)X, € D} then the attribute prob-
ability p,; of object X; on attribute A, is

(Figure 1> Observation on the clustering behavior by ant
colony (1500 dead ant bodies and their clusters
in 4 hours, 6 hours, 26 hours) py= 2 (1)

n

from left to right were their clusters in 4 hours,

6 hours, and 26 hours respectively. b) Similitude Degree : Suppose D contains n
After analysis of the clustering process by ant objects, the similitude degree of X, in-
colony, we may conclude the following three dicates the algorithm average value of all
decision~making issues for each ant : attribute probability of each attribute, we
1) Should this dead body be picked up? This define f(X;,)as the similitude degree of X; :

decision will be made by a probability

function to analyze the similitude degree F(X) = 1 i% 2
with existed clusters. mj=1

2) If picked up, where to put down in a near-
by area with an observing radius? This ¢) Probability Conversion Function: It is the
problem will be solved by an optimization function that switches the similitude de-
function to maximize the average sim- gree to the cluster object probability of

ilitude degree while giving certain clusters. the unit. The independent variable is the

3) How to decide the observing radius? This
issue will be explored by introducing a

similitude degree, and the function field is
{0, 1). The larger the similitude degree is,
. : the smaller the pick-up conversion prob-
dynamic adjustment process. ability is, while the put-down conversion
probability follows the contrary rule. In
this algorithm, we define probability con-
version function as follows:

Considering those problems, we established a
mathematical model and developed a new clus~

tering algorithm based on swarm intelligence

[Dai, et al., 2009]. | T
p, =1~ “Fx) 3)
1+e ’
2.1 Mathematical Model | 9
py=1- x) 4)

—
{1) Definitions : l+e

a) Attribute Probability : Suppose data col-

lect D contains n objects, A;, Az, *, Am ' . ‘
are the m attributes in D. If attribute A; P4 13 the probability put-down function. p, is

Here, p, is the probability pick-up function,
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an up-convex function, and the convergence
speed varies from different c. The larger c is,
the nearer the function value is to 1, that is,
the corresponding put-down function value is
large. So we can expedite the convergence
speed by augmenting ¢. In this paper, let ¢ =5.

{2) The characteristic of the optimized solution

The algorithm uses probability function as
the basis of pick-up or put-down. Thus, the al-
gorithm aims to increase the similitude degree
of the whole system, maximizing the system’s
average similitude degree. We define the ob-
jective function in this algorithm as follows :

1 &
- FD)=—-3 3 f(X) )

I=t i=1

0< f(X)<1

&
n,=n
Here, ; !

f(X;) is the similitude degree of X; in cluster k.

This is a complicated optimization problem.
It aims to find out clustering fashion to max-
imize the average similitude degree when giv-
ing certain clusters.

According to (1) and (2), (5) can be rewrite
as follows:

FD)=13 5 L350
Q== rurysry 1
1l &$1ad 2

=—2 =224 ®6)

nm S B S

In (6), g, is the times of A,which is the i®

attribute in cluster 1. Thus, g""”' [That is, the
sum of the times of the atiribute’s value is to-
tal objects in the cluster. So we get :

1 & A ,
F(Dl)z';”;-ZZq” )

't il ]

If the attributes are independent, then we
can calculate them independently :

1 2

(e

4,
As discussed previously Eq =n, We can
t=1

get :

F(D, )=Liq2=niq—‘2Sn(ig—’—)ZSn
() n f Lz )y n y (9)

1 =t =i Ty =

Only when ¢,=n, g, =0(r=s), the equal
mark comes into existence. That is, only when
all the objects in the cluster get the same val-
ue, the similitude degree gets the maximum.
Furthermore, the more concentrative the value
of each attribute is (the attribute of the objects
is similar), the larger the average similitude
degree is.

In (5), the more similar the objects in the
cluster are, the larger the average similitude
degree is. Contrarily, the larger the similitude
degree of the sub-cluster data collect is, the
larger the whole similitude degree is.

So, the characteristic of the optimized sol-
ution is that all the attributes are most con-
centrative. As each value of the objects’ at-
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tribute is random, the optimized solution may
be more than one.

{3) The Algorithm Process

<Figure 2> is the flowchart of our new al-
gorithm. The main process of this algorithm is
the ant carrying process. Ant decides whether
pick-up the current object by object’s proba-
bility conversion function. Similarly, when ant
carries the object to the destination, it also con-
siders the similitude degree between the current
object and the surrounding objects to decide
whether to put-down or not. In this process,
the ant doesn't know the other ants’ location
distributing and load status, neither the other

objects’ distributing status outside its ohserv-
ing scope. So we can say the ant carrying proc-
ess is an easy and absolute individual behavior.
Yet, it is this easy individual behavior makes
the objects divided into various clusters during
long-time and concurrent process.

The pseudocode of above algorithm may be
designed as followings :

For every item O, do

Place ¢, randomly on gnid

End For

For all ants do

Place ant at randomly selected site
End For

{ Set initial parameters. observing
radius, anit number, iterative

number, and adjusting rate

}

Place the objects and
ants oo 8 plane
tandomly
B RN AR SR KRR PO RN IO NN AR O EE P s g O
: * :
:
H Move the ant to anew H
H object and calculate its | i
: similitude degree with :
exisied clusters H
:
:
o :
Chrry this objectto | yug Pick up this ™ i Revise the existed
anexisted clusters [, object? > H clusters under a new
o H observing radius
H
3 Ne &
H :
: :
oo *
- H o
™ : - \
Yes " Atethere any new N\\: Nai {, P Adjust the
H ohjects? o H e observing radivs 7
: ’ :
H H No i
® : H
H
: Carrying Process Adjusting Pracess
H :
........... F Assercensrrrsachusasakannrsansensrsanresares
{ End %
o

{Figure 2> Flowchart of the new algorithm
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/* main loop */
For t=1 to ¢,,, do
For all ants do
If ((ant unladed) and (site S; occupied by item
O, ))then
Compute the similarity f(0.) of O, in RxR
area
Calculate the p, and generate a random nurmber Q
If p,>Q then /*pick-up rulex/
Pick up item O
Remember the f(0,) and current position
Move the ant with the item O, to a random
site
Else
Move the empty ant to a random site
End If
Else If ((agent carrying item O.) and (site emp-
ty)) then
Compute the similarity f(0,) of O, in this place
Calculate the p, and generate a random nurmnber Q
If p,> Q then /* put-down rules/
Drop item
End If
Move to a randomly selected neighboring site
End If
End For
If ((t > 0.5¢,,) and (t meet the radius

change condition)) then

Reduce the radius

Generate the clusters iteratively and calcu-
late the cluster center

Unite the clusters with the same cluster

center

Relocate the items with poor similarity

End If

End For

Print location of items /* export cluster result*/

Compared with traditional ant cluster algo-
rithms, this algorithm has been improved in the
followings :

Adopt an adjusting process which improves
the efficiency of the algorithm, and avoids the
local optimality and stagnancy as well.

Introduce the dynamic adjusting of observing
radius and a new similitude degree formula.

Endow the ant with a short-term memory
to reduce its repeated behaviors.

Compared with the K-Modes algorithm,
Information Entropy-Based Cluster Algorithm
(ECA) [Cheng, et al., 1999; Zhao, et al., 2006],
and LF Algorithm, experiment results of data
collect from UCl machine learning data-base
[Machine Learning Repository, 2009] showed
that this algorithm are excellent in both accu-
racy and efficiency [Liu, 2008; Dai, et al., 2009].
Besides, this algorithm doesn’t require to set
the number of destined clusters in advance, so
it is very suitable for clustering analysis auto-
matically and adaptively.

3. behavior pattern Discovery of online
shoppers

3.1 Analysis Method

The cluster analysis of online shoppers by
their behavior patterns can be divided into three
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steps: data preprocessing, pattern discovery, and
pattem analysis. In the data preprocessing, his-
tory data about the user's IP address, ID, re-
quested URL and access time, etc. are collected
from the Web log data and thereof are purified
to recognize each user and its sessions by a ser-
ies of commonly used technologies [Mu, 2009].
Pattern discovery aims to discover the hab-
it-forming behavior and its characteristics by
analyzing the user’s sessions, path records and
other related information. But in most cases, it's
difficult to refine a set of stable and common
rules that suitable for a certain user cluster, be-
cause the user’s requirement, interest as well as
its attentive information may be dynamically
changed and dispersed even in the same initial
cluster. In this paper, we establish a set of
“components” to describe the elements of user’s
behavior and its characteristics, and discover
the behavior pattern by a dynamically clustering
analysis of above “components.” By a statistical
analysis and the observation from online shop-
pers in China, we summarized three categories of
components as from <Table 1> to <Table 3> The
design of those tables had considered some special
characteristics of the online shoppers in China.

Based on those tables, online shopper’'s be-
havior pattern can be obtained by a clustering
analysis with three categories of components
as the structured formula :

Patter(N) : duster (m) = ((u, ,8, %)

ij i
m (bmufémn%) ﬂ (wsl’(sst%)
(10)

Here,

N is the sequence number of discovered

patterns ranked by the cluster size, m is the
B, and C,,
are tagged components with respective percent
of §%, 6,,%, and 6,% in this cluster. In
those formula, the percent of 6,%, 4,,%, and

corresponding cluster number, U,

i3

8,% even their tagged components may be
dynamically changed while the shopper’s re-
quirement, experience and interest have been
shifted.

32 Test and Results

Test data are obtained from the basic in-
formation of 156 registered users and their
browsing records in the Web log data of an
online shop which contains all the components
listed on <Table 3> We collect the data of
15769 browsing actions by those users during
a period of continuous 30 days. To ensure the
accuracy of user's information, all the data
about their basic information have been up-
dated by themselves just before the beginning of
test, and the behavior components of “Attentive
information about the goods” (B21~B26) and
“Reason for further browsing on the goods”
(BA1~BA7) are requested to be choose when they
want to browse the details of a certain goods.

Test data are purified and scaled as a collect
data set, in which each related component
from <Table 1> to <Table 3> have been as-
signed a value of O or 1 to satisfy the require-
ment of optimized ant colony cluster algorithm.
It is obviously that the user sorts are un-—
known before clustering analysis, and the
number of user group sorts is uncertain. Thus
we cannot use the algorithm that fix the clus-
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ter number like k-means algorithm and ECA,
and that is also the advantage of our new
algorithm.

<Figure 3> is the clustered result projected
onto two~-dimension plane. We see that our al-
gorithm can divide the data collect perfectly,
and all of the data are assembled to 16 clus-
ters with the size from 4 to 23. Table 4 shows
the detailed information. Adjacent field X and
adjacent field Y indicate the distributing sec-
tion of the object on horizontal coordinate and
vertical coordinate. Clustering can differentiate
the shoppers who have different browsing be-

havior patterns. Of the 16 clusters from clus-
tering, we choose Cluster 5 as the example to
analyze their browsing behaviors. Clusterd
contains 23 users. It has the largest size in all
clusters. <Figure 4> shows the characteristic
distribution of some components in this cluster.

In Cluster 5, most of shoppers have the ex-
perience of online purchase (U73) with month-
ly payment from 301 to 1000 RMB (U62), and
their expected price of the goods is 151~250
RMB (B33). In their browsing behavior, they
pay more attention to the price and introduction
about interested goods (B24, B22), and usually

(Table 1) Behavior Component Table

Category Name Tag Description
Bl1 browsing the information on homepage
B12 looking for goods by the search engine
. . B13 entering into a specific goods category
Browsing Habit — - -
Bl4 entering into a specific on line shop
B15 browsing the goods in recommendation list
B16 others
B21 name
Atvtents B22 introduction
In fomZtiJr;“:bout B23 advem‘sement
the Goods B price
B25 brand
Behavior B26 others
Components B31 <= RMB
i B32 51~150RMB
Expecter Price of the B 151~ 250RMB
Goods
B34 251 ~400RMB
B35 >400RMB
B41 desining to qurchase
B42 interesting advertisement
Reason For Further B43 popular ranking
Browsing on the B44 cheap price
Goods B45 comment and reputation
B46 random choice
B47 others
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(Table 2» User Component Table

Category Name Tag Description
Ull < + 20years
U12 21 ~30years
U13 31~40years
Age -
Ul4 41~80years
Uls 51 ~60years
Ul16 > 60years
Gender U21 male
u22 famale
U3l manger
u32 professional
Occupation U3 workman
U teacher
U3s student
U36 others
U4l <= 1000RMB
u42 1001 ~3000RMB
Average Income Per Lo 3001~ 6000RMB
User ot U4 6001 ~ 10000RMB
Components U45 10001 ~15000RMB
U46 15001 ~30000RMB
u47 >30000RMB
Us1 <= 10hours
Average Onli Us2 11~20hours
T Week Us3 21 ~30hours
U4 61 ~50hours
Uss > B0hours
U6l < = 300RMB
u62 301 ~1000RMB
U63 1001 ~2000RMB
Average Online Ue4 2001 ~3000RMB
Payment Per Month Ués 3001 ~4000RMB
U66 4001 ~5000RMB
ue7 5001 ~60000RMB
68 > 6001RMB
browsing U7l never browsing
experience on this u72 browsing without purchasing
website U73 browsing and purchasing

enjoy looking for goods by the search engine
(B12), while dress and home accessories (W21),
book and audio-visual products (W23) and cos~

metic and jewelry (W22) are poplar goods for
them,
By the structured forrula in (10), we can ex-
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(Table 3> Web Site Component Table

Category Name Tag Description
Wil homepage
Wi2 search engine
. W13 goods category
ontent 1tem : p
Wi14 on-line shop list
Wi5 recommendation goods list
W16 others
Web Site w21 dress and home accessories
Components W22 cosmetic and jewelry
w23 book and audioOvisual products
W24 ticket and phone card
goods category -
W25 electronic products
W26 matemal and child products
W27 food and health products
W28 others

{Table 4) Clustered Result Lists

Cluster Size Adjacent field | Adjacent field

on X-axis on Y-axis
cluster 1 11 (69, 83) (274, 296)
cluster 2 6 (98. 105) (219, 233)

cluster 3 7 (148, 155) (267, 279)
cluster 4 10 (193, 208) (242, 257)

cluster 5 23 (105, 123) (98, 121)
cluster 6 4 (48, 52) (75, 86)
cluster 7 5 (242, 249) (295, 306)
cluster 8 6 (147, 156) (198, 211)

cluster 9 5 (249, 255) (226, 240)
cluster 10 11 (213, 226) (172, 189)

(Figure 3> Clustered Result

cluster 11 9 (67, 81) (174, 189)

cluster 12 10 (163, 176) (137, 152) In (11), On.ly those taggaj COmpOnentS whose
cluster 13 | 16 (217, 233) (58, 72) .
Geter 141 9 @75, 285) (25, 260) percent are more than the average are listed.
cluster 15 | 7 (133, 148) (37, 49) Similarly, the second pattern and the third
cluster 16 | 17 (257, 274) (147, 173) pattern can be expressed with Cluster 16 and

the brows . ) Cluster 13. Through dynamic analysis of those
S ttern Wing : .
press the browsing behavior pa as follo patterns and their changes, we can compart-

mentalize different shopper’'s types by their
Patter(l):duster(5)= (1].) .o . . .
((U,,,65.39%), (Uy,.62.75%), (U, 78.89))N characteristics; thereof build adaptive websites
((B,,,42.64%), (B,,,35.97%), (B,,,24.35%), o s o : :
(BosA50%), (B a615%)) 1 ((17,.29.27%), and advertising §Uateg1es match their behaviors.
(114,,18.29%), (W;,,15.85%)) Further experiments have shown that our
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<Figure 4> Characteristic Distribution of Components in Cluster 5
method is very suitable to be applied in self- 3.3 Conclusion and Expectation
adaptive pattern discovery in the smart target-
ing system for online advertising [Dai, et al, In order to overcome the disadvantages of

2009]. current algorithm in customer behavior pattern
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discovery, this paper presented a new method
based on swarm intelligence. It has been suc-
cessfully applied in dynamic clustering analysis
of online shoppers’ behaviors, and showed
prominent superiority to traditional method.

However, our method mainly aims at classi-
fied data, but we should disperse the value da-
ta in the dealing process. So, further research
on this method may be expected to be im-
proved in the future.
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