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Machine Learning Based Automatic Categorization
Model for Text Lines in Invoice Documents

Hyunkyung Shin’

ABSTRACT

Automatic understanding of contents in document image is a very hard problem due to involvement
with mathematically challenging problems originated mainly from the over-determined system induced
by document segmentation process. In both academic and industrial areas, there have been incessant
and various efforts to improve core parts of content retrieval technologies by the means of separating
out segmentation related issues using semi-structured document, e.g., invoice,. In this paper we proposed
classification models for text lines on invoice document in which text lines were clustered into the five
categories in accordance with their contents: purchase order header, invoice header, summary header,
surcharge header, purchase items. Our investigation was concentrated on the performance of machine
learning based models in aspect of linear-discriminant-analysis (LDA) and non-LDA (ogic based). In
the group of LDA, naive baysian, k-nearest neighbor, and SVM were used, in the group of non LDA,
decision tree, random forest, and boost were used. We described the details of feature vector construction
and the selection processes of the model and the parameter including training and validation. We also
presented the experimental results of comparison on training/classification error levels for the models
employed.

Key words: Text classification, document image analysis, document image understanding, information

retrieval, machine learning, CART (classification and regression tree), automatic invoice

document processing.

1. INTRODUCTION

Classification of queries, texts, and documents
is one of the major subjects in information science
area [1]. The common purpose of these subjects
is to understand the contents contained in elec-
tronic documents. Contents retrieval for document
image, also known as document image under-
standing, is collection of inter-dependent processes
of page payout decomposition, logical component
labeling, search-based information retrieval, and
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OCR. However, there are no reliable methods ap-
plicable across the broad range of document types
[2). This is due to the fact that no reliable document
segmentation methods have been established,
which is well admitted as mathematically chal-
lenging problem [3].

For the cases of formatted (or semi—formatted)
documents, document segmentation can be omitted
{or minimally used). As an example, a typical in-
voice is formed with the structured tables and it
can be easily formatted into the document—units
without applying the complicated segmentation
processes. As a consequence, one can concentrates
on the study of contents retrieval algorithms from
document images without burden of tasks for
document segmentation.

In aspect of the contents retrieval, the target in-
formation to be extracted from an invoice are the
PQ (purchase order) number, the customer num-
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ber, the invoice date, the total amount, the freight,
and the detailed list of purchased items consisted
of the fields such as the unit cost, the quantity, the
discount, and the total extension. The conventional
way is to apply KWIC (kev word in context). In
order to define context around the keyword, the
text line is a good candidate. For the study of this
paper we obtained the text lines using a simple
document segmentation method as described in the
section 3.

In this paper we propose a CART based decision
tree model [45] for an essential stage of invoice
recognition system development, classification of
the category of text lines in invoice document. We
also present the result of comparison study with
various  machine-learning-bhased  classification
methods, Successful classification of the text lines
is important since it provides the visual spatial in-
telligence for the target information to be
etxracted. For the comprehensive study, we com-
pared with LDA based machine learning methods
such as SVM, naive Baysean, and k-nearest
neighbor [6] since our method is a non-LDA
method.

The rest of this paper 1s organized as follows:
in section 2 some of the related research works
were introduced, in section 3 a procedure of invoice
document processing was explained, in section 4
details of model and parameter selection was de—
scribed, in section 5 analysis on the training and
classification errors was presented, in section 6 a

brief discussion on this project was placed.
2. RELATED WORKS

Previous researches on invoice document under-
standing are roughly divided into the three parts:
text classification, machine learning techniques for
document classification, and invoice recognition
system.

Text classification is basic technology for gen-

eral document analysis and understanding as well

as invoice. [1,2] and [7] are part of researches on
this subject. For classification techniques, Belaid
proposed morphological tagging approach for in—
voice document analysis, which is bottom-up
without a-priori template [8]. Nielson and Barrett
presented a template based layout zoning method
[9] and Kotsiantis considered induction classi
fication algorithms [4], concluded that SVM and
MLP were superior to logic based (non-LDA) tree
methods when dealing with multi-dimensional
continuous (ordinal) features. While in this paper
we will present on the contrary - for intermediate
complexity of feature vector, non-LDA based tree
classifier were superior to SVM. Cesarini, et. al.
introduced case dependent domain knowledge and
applied to invoice document as a case-study [10].
Shin developed fast and robust text line segmenta-—
tion as a pre-processing stage for invoice recog-
nition [11}.

Among the researches on invoice recognition
system, Ming et. al. proposed whole block moving
method for slant image to deal with chinese in-
voice, the pre-processed invoice is processed using
pre-compiled template library 112]. Hamza et. al.
developed case based reasoning for document in-
voice analysis which is basically an auto-templat-
ing method [13]. Sako et. al. studied form data
identification problem with the target ROl ex-
traction using keyword matching, knowledge base
character string recogunition [14]. Chen and
Blostein reported survey of document image clas~
sification emphasizing three components: problem
statements, classifier architecture, and perform-

ance evaluation [15].

3. INVOICE RECOGNITION PROCEDURE

Commuonly, invoice recognition system identifies
a field info, purchase order (P.Q.), for labeling of
the invoice which should be matched with elec-
tronic document system. Once P.O. field is suc-

cessfully identified, it carries out the page segmen-
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tation (zoning) in order to detect the product details
nside of the invoice. This paper describes the latter
process which consists in 5 stages: 1) text line
segmentation, 2) pre-validation, 3) text line classi—
fication, 4) validation, 5) information parsing.

For the first stage, we applied the text line seg—
mentation using the 3 primary AC coefficients of
8x8 DCT (discrete coefficient table) blocks, which
represents strong edges, to find the white strips
between two text lines. It is basically projection
method with consideration of periodicity of the
projection profile. The underlying idea is the
Markov modeling to recover missing white strips
and avoid multiple selections of maxima in the
density estimation [11]. We used the mean shift for
finding the maximum of density function.

Once the white spaces were detected between
the text lines, we registered the coordinate in-
formation in form of B-tree with depth of 4, ie.
a tree with the same depth and with the incon-
sistent number of child nodes. In the B-tree the
root node represents a whole page of document, its
first child is paragraph node. A paragraph node
contains the line nodes and the order of child nodes
is arranged in terms of y-position. Having con-
structed the B-tree, we merged the OCR (optical
character recognition) text information provided as
input into the tree structure. Using the texts, we
created word node as the child of the line node and
we arranged the node order in terms of x- coor-
dinate position of word bounding boxes. In this
way we had semi-structured document layout of
the page so that we could easily transverse a docu-
ment page.

At the second stage, we applied pre-validation
to check whether the input document is an invoice
or not. The prior information was that one of the
text lines should contain product information, P.O.
number. If we validated this configuration then the
process continued or stopped.

At the third stage, we applied information re—
trieval technique using decision tree type non-line-

ar discriminant analysis to search the header of the
table and the summary of table. As the results the
header and summary information provided the ta-
ble regions. the text lines within the table region
could be considered with high probability as the
product details. At the forth stage, the results of
the third stage were subject to be validated with
the a-priori formula relation, unit cost * quantity
= amount.

At the final stage, based on the validated lines,
using correlation of word bounding boxes, we
could divide the line into the group of the columns.
We found the three columns which represent unit
cost, quantity and total extension amount.

In [Figure 1] illustrates the invoice recognition
system. The real lines represent the flow direction
of information data, and the dotted lines represent

the system interruption routine.

4. MODEL DESCRIPTION

In this section we explain the details of the
methods employed to the stage 3 of invoice text
line classification. For the classification process we
used CART based decision tree technique [5].
Construction of training-data is explained as

below.

4.1 Feature vector construction

As seen in [Figure 2] below, the output of text
line segmentation, line node, contains the list of
words, word node.

For the study of this paper the feature vector
was taken as an array of raw text words from a
text line. In the figure, the green color represents
bounding box of line node and the blue color repre-
sents word bounding box. However most of the
machine-learning engines require the fixed size
array as input. We defined a constant value of ar-
ray size as 16, MAX_FT _SIZE = 16. If the number
of text words exceeded MAX_FT_SIZE, we cut off
the rest and if the number of text words fell behind
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Fig. 1. diagram view of invoice recognition system.
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Fig. 2. an output of text line segmentation for invoice.

MAX_FT_SIZE, we filled with empty strings.
[Figure 3] visualizes the output of feature vector
extraction process. For an example, given the four
text lines as seen at the upper part, the four feature

vectors were created as seen at the lower part.

4.2 Training data construction

A training data is a feature vector with label.

In this paper, for the labeling of training data, we
classified the text lines into the six classes: 1) in-
voice PO header, 2) invoice table header, 3) sum-
mary header, 4) invoice surcharge header, 5) in-
voice contents, and 6) the rest. There is no con-
tinuity among the values of class labels, which re-
quires the label should be categorical variable.
{Figure 4] illustrates output of training data. In the
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Fig. 3. example of feature vector construction from text lines.
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Fig. 4. an exampile of training data-color coded.

figure the red color indicates the case 1 - invoice
table header, the brown color indicates the case 3
- invoice PO header, and the blue color indicates
the default.

4.3 Classification model selection

For the implementation of text lines classi-
fication, in this paper, we employed the decision
tree model for the process of text line classification.
Some details on the model parameter selection will
be described in this section. In addition to analysis
on the decision tree, as seen in the [Figure 5] we
also, for the comparison study of classification per—
formance level through various machine learning
models, utilized the five more classifier models
such as naive bayesean classifier, k-nearest neigh—
bor, SVM, random tree, and hoost.

5. EXPERIMENTS

5.1 sample data acquisition

For the quantitative assessment of statistical
estimation of classification error, we randomly
sampled out the number 1,420 of invoice documents
from an archive. The maximum number of the in-
voices from the same vendor (same type of in-
voice) is less than 10 so that the total number of
distinct invoices is greater than 150. The total
number of text lines from the invoice data set is

approximately 30,000.

5.2 measure of fit and cross validation

In order for unbiased error analysis to apply
generally accepted 10-fold cross-validation, we
divided the invoices into the 10 groups [16,17]. For
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Fig. 5. a brief diagram view of text line classification
machine learning technigues.
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the measures of fit, we used the mean square error
(MSE) where we utilized two kinds of errors de-
fined as follows:

= 0 if the table headers in an invoice

PageError(page) | were identified correctly

=1 otherwise

= () if the classified label of text line

LineError(line) | was same with training data

= 1 otherwise

For each type of errors defined above, estimation
of the MSE is as follows:

MSE-page = Y{(PageErrori))Y/N, where i = 0, -
N (number of pages tested)

3

MSE-line = Zi(LineError(i)”/M, where i = 0, -,
M (number of lines tested)

Table 1. Training errors:

With the measures of fit, two types of error esti-
mation were defined: precision and recall rates.
Consider a two-category truth table with TT, TF,
FT, and FF. TT indicates the count of samples
identified as T where the ground truth value is T,
TF indicates the count of samples identified as T
where the ground truth value is F, FT the count
of samples identified as F while the ground truth
value is T. In this case, the precision is TT/(TT
+FT) and the recall rates is (1-TF/(TT+TF)).

5.3 error analysis

Both errors occurred at training stage (training
errors) and classification stage (classification er-
rors) were summarized in Table 1 and Table 2, re~

spectively, in which the error values were pre-

1-precision and recall rates in terms of size of training data

#data 1,558 4,438 5122 6,749 10,000 12,745 16,015 22,764
DTREE 0.162 0.126 0.128 0.046 0.125 0.051 0.091 0.076
RTREE 0.132 0.170 0.140 0.141 0.201 0.181 0.107 0.140
BOOST 0.015 0.039 0.064 0.016 0.075 0.027 0.038 0.035
SVM 0.029 0.017 0.055 0.003 0.198 0.022 0.038 0.030
KNN 0.191 0.183 0.132 0.177 0.168 0.148 0.109 0.112
BAYES 0.338 0.417 0.345 0.267 0.384 0.384 0.410 0.394
1-precision (MSE~-line)
#data 1,558 4,438 5,122 6,749 10,000 12,745 16,015 22,764
DTREE 0.574 0.594 0.66 0.574 0.575 0.576 0.594 0611
RTREE 0.843 0.884 0.260 0.876 0.851 0.877 0.901 0.914
BOOST 0.519 0.646 0.746 0.432 0.758 0.736 0.849 0.741
SVM 1.000 0.983 1.000 0.997 0.996 0.950 0.995 (0.994
KNN 0.965 0.935 0.944 0.903 0.929 0.945 0.948 (0.952
BAYES 0.652 0.757 0.851 0.874 0.760 0.729 0.801 0.817
recall rates (MSE-line)
#data 1,558 5,122 6,749 10,000 16,768 1 21,206 22,164
DTREE 0.811 0.811 0811 0.811 0.767 0.767 0.767
RTREE 0.791 0.842 0814 0.814 0.932 0.908 0.926
BOOST 0.664 0.854 0.909 0.892 0.950 0.963 0.968
SVM 0.072 0.203 0.239 0.324 0.368 0.417 0.424
KNN 0.700 0.871 0.833 0.854 0.897 0.921 0.928
BAYES 0.722 0716 0.711 Q712 0712 0.711 0.709
1-precision (MSE-page)
#data 1,658 5,122 6,749 10,000 16,768 21,206 22,764
DTREE 0.659 0.659 0.659 0.659 0.660 0.654 0.654
RTREE 0.732 0.731 0.763 0.828 0.831 0.871 0.862
BOOST 0.424 0.691 0.377 0.730 0.800 0.694 0.733
SVM 0.965 0.981 0.963 0.946 0.969 0.966 0.967
KNN 0.864 0.844 0.874 0.908 0.902 0915 0.903
BAYES 0.641 0.736 0.804 0.720 0.841 0.835 0.838
recall rates (MSE-page)
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Table. 2 precision and recall rates of line classification in terms of the size of training data

#data 1,558 5,122 6,749 10,000 16,768 21,206 22,164
DTREE 0.811 0.889 0.842 0.858 0.767 0.854 0.887
RTREE 0.791 0.842 0.814 0.814 0.932 0.908 0.926
BOOST 0.664 0.854 0.909 0.892 0.950 0.963 0.968
SVM 0.072 0.203 0.239 0.324 0.368 0.417 0.424
KNN 0.700 0.871 0.833 0.854 0.897 0.921 0.928
BAYES 0.722 0.716 0.711 0.712 0.712 0.711 0.709
precision (MSE-line)
#data 1,558 5122 6,749 10,000 16,768 21,206 22,764
DTREE 0.759 0.759 0.759 0.759 0.766 0.754 0.754
RTREE 0.732 0.731 0.763 0.828 0.831 0.871 0.862
BOOST 0.424 0.691 0.377 0.730 0.800 0.694 0.733
SVM 0.965 0.981 0.963 0.946 0.969 0.966 0.967
KNN 0.864 0.844 0.874 0.908 0.902 0915 0.903
BAYES 0.641 0.736 0.804 0.720 0.841 0.835 0.838

recall rates (MSE-line)

sented in terms of the size of training data. The
range of size of training data (text line) was from
about 1,500 to 23,000.

5.3.1 training error analysis

Training errors were evaluated by 1 - precision
and recall rates. Higher level of training errors typ-
ically indicates that the underlying model sur-
passes the stage of saturation and reaches to
over—fitting state. As a whole purpose of employ—
ing cross validation, the less training error does not
guarantee the less classification error. In this sec-
tion we tried to see capacity of model complexity.

As seen in the Table 1, SVM outperformed the
others with the lowest 1-precision and the highest
recall rates. Boost performed as good as SVM in
precision but performed poor (60% range) in recall
rates. Decision tree performed little worse than
boost. Random forest and kNN had similar pre—
cision and recall which were lesser than decision
tree. Naive bayesean classifier had the lowest pre-
cision and poor recall.

[Figure 6] illustrated the correlation between
size of training data and training error level. . What
we observed was that size-to—error correlation
was less significant than model-to—error relation.

SVM and boost had excellent precision followed by

decision tree

5.3.2 classification error analysis

As seen in the Table 2, SVM performed classi—
fication process with the worst precision (but still
the best recall rates). As an interesting behavior
of SVM, the precision was improving linearly as
the size of training data, implied that model com—
plexity of SVM seems much higher than the other
competitors. Boost also showed linear correlation
in precision with the size of training data but not
significantly as seen in SVM. However in recall
rates, boost showed poor rates when the size of
training data is small (less than 10, 000). For the
rest of classifiers, the precision and the recalls
were steady in terms of training data size. These
implied that SVM and boost required larger train—
ing data set (22,000 or more) while the rest of clas—
sifiers needed smaller set (around 5,000) to reach

their full capacity.

5.3.3 complexity of feature vector

Relationship between feature vector dimension
and classification was investigated and summar-—
ized in Table 3. SVM showed fine performance for
smaller feature vector dimension but very low per—

formance for larger feature vector dimension,
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Fig. 6. training error and recall rates in terms of training data size.

Table 3. precision and recall rates of line classification in terms of the size of feature vector

4RV dim 4 6 8 10 12 14 16

DTREE 0.833 0912 0.893 0.956 0.895 0.893 0.811
RTREE 0.780 0.866 0.786 0816 0.842 0.851 0.863
BOOST 0.837 0.921 0.922 0922 0.930 0.938 0.942
SVM 0.775 0.589 0.421 0.384 0.383 0378 0.378
KNN 0.824 0.900 0.875 0.883 0.882 0.871 0.872
BAYES 0.353 0.582 0676 0.704 0.714 0.774 0.768

precision (MSE-line)

#FV dim 4 6 8 10 12 14 16

DTREE 0.719 0.719 0719 0719 0.719 0.719 0.719
RTREE 0.851 0.874 0.885 0.835 0.892 0.870 0.853
BOOST 0.906 0.897 0.848 0.886 0730 0.732 0.736
SVM 0.948 0.952 0.963 0.970 0.972 0972 0.972
KNN 0.930 0.905 0.952 0.938 0.929 0.929 0.929
BAYES 0.949 0.958 0.960 0911 0.739 0.509 0.746

recall rates (MSE-line)

which implied that it required larger training data
set to achieve its full classification performance for
this type of problem. If we looked at CART based
classifiers (decision tree, random forest, and boost),
boost and random forest were improved as the size
of feature vector grew, but decision tree had its
maximum performance for medium size feature

vector (10). This clearly proved that ensemble of

decision trees was actually effective to complexity
of feature vector. However, decision tree had the
best overall accuracy over random tree and hoost
for this type of problem.

As seen in [Figure 8], naive Baysean, random
tree and boost had linear dependency between ac-
curacy and dimension of feature vector. The de-

pendency was stronger in Baysean and was weak-
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Fig. 8. precision and recall rates of line classification in terms of the size of feature vector.

er in random tree and boost. The rest of classifier
models did not get benefits from complexity of fea-
ture vectors. Except for the case of naive Baysean,
recall rates were almost statistically independent
on complexity of feature vector. Naive Baysean
suffered with lower recall rates as the dimension
of feature vector increased. This implied that high-
er degree of feature vector dimension was not re

flected into the dimension of decision boundary of

Baysean classifier.

5.3.4 model parameter selection for decision tree

As emerged in the previous section, among the
line of non-LDA and CART based classifiers, there
were no significant frontrunner. This was because
the underlying problem of text line classification
was not complicated enough to see benefits from

ensemble of weak classifier trees. In this section,

we investigated model parameters used in decision
tree which were also core elements of random for-
est and boost.

The prior vector as a part of parameters of deci-
sion tree model is highly sensitive to its selection,
requiring heavy amount of training process. For
the study of this paper, we employed four category
problems which requires four-dimensional vector
for the priors— In Table 4 we presented the pre-
cision and the recalls in terms of the second and
fourth elements of the priors. At the upper panel
of the table, we presented a occurrence matrix be-
tween the second and the fourth feauture vector
elements in the way of the following. At default,
the prior value for each element of feature vector
is [1, 1, 1, 1). For the purpose of studying on the
effect of the prior, we use [1, 0.5, 1, 05], [1, 1, 1,
05, [1, 1.5, 1, 05], -, [1, 10, 1, 10]. The column
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Table 4. effect of priors to performance of decision tree

05 1 15 9 3 4 5 6 7 10
0.5% 0396 | 0674 | 0826 | 0837 | 0904 | 084 | 0908 & 0910 | 0916 | 1.000
1x 0738 | 0800 | 0365 | 1000 | 0918 | 1000 | 0898 | 0964 | 0894 | 0918
15x 0738 | 0868 | 0896 | 080 | 0924 | 0823 | 0969 | 0902 | 0963 | 0998
2x 0607 | 0837 | 0874 | 0902 | 0910 | 0806 | 0831 | 0907 | 0998 | 0910
3x 0752 | 0854 | 0862 | 0811 | 0868 | 0891 | 0821 | 0919 | 0980 | 0943
4x 0840 | 0866 | 0301 | 038 | 0391 | 0967 | 0898 | 0828 | 0882 | 0916
Bx 0834 | 0854 | 0385 | 0812 | 0803 | 0758 | 0907 | 0877 | 0977 | 087
6x 0683 | 0807 | 0870 | 0877 | 0905 | 0826 | 0907 @ 0812 | 0842 | 0921
Tx 0815 | 0840 | 0396 | 0394 | 0337 | 0887 | 0890 | 0776 | 038 | 0899
10% 0756 | 0766 | 0829 | 0854 | 0849 | 0852 | 0832 | 0736 | 0874 | 03%5
00.95-1
'B0.9-0.95 'm0.5.0.85
0.85-0.9 075.08
'm0.8-0.85 507075
00.75-0.8 §0.65.0.7
00.7-0.75 §0.6-0.65
® 0.65-0.7 N
@ 0.6-0.65
051152 3 4 5 6 7 10

indicates the prior of the second element while the
row indicates that of the fourth element. At the
lower panel of the table, the the matrix was illus~
trated by the two dimensional graphs. We should
mention that our study showed that the first and
the third element had less significant dependence
the second and the fourth. As can it be seen in the
left graphic panel at the bottom of table, the deci—
sion tree had higher precision when the second ele-
ment and the fourth element have the range from
5 to 10 and from 05 to 2, repsectively. At the right
graphic panel we presented the recalls. The matrix
showed that performance rates of decision tree is
quite dependent on the priors as the magnititude
of discrepancy is about 0.6. From this data, we
concluded that assignment of appropriate prior
values must be scrutinized as an important training
stage.

The most important model parameter for CART
based classifier is the criterion on splitting node.

In this study, we emploved both entropy and mini-
mum number of samples in a node. In [Figure 9]
the precision and the recalls were plotted in terms
of the size of minimum samples. As can it be seen,
the precision is almost steady but the recalls were
significantly worse as the size became larger. For
the purpose of clarification, we added the trend
lines using moving average of length 2 (2 per. Mov.
Avg).

6. DISCUSSION

In this paper various machine learning methods
were investigated for the case of non-uniform
sized feature input vectors. In order to avoid the
bias due to data mining process, we intentionally
used the raw texts for the construction of feature
vector instead of using multiple layered data min-
ing processes for feature extraction, The experi-

ments showed that CART based methods were
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Fig. 9. effect of node splitting criterion

more consistent with precision and recalls than
LDA (linear discriminant analysis) based methods.

It is well known that k-NN, the simplest ma-
chine learning technology, gives wrong impression
with very low training error level. The cross vali-
dation usually elucidates this illusion. Our study
showed that CART based methods were superior
to the LDA based method
—and the memory association based method k-NN.

SVM, naive Baysean

This result may be originated from the data mining
strategy adopted in our study [4].

This study is a part of invoice recognition sys-
tem development project. We concentrated on the
text line classification. Once the text line is classi-
fied into the pre-defined categories, to extract the
target information from the invoice, the KWIC
{keyword in context) will be applied to the subset
of text lines by the categories, which will have im-
proved overall performance.
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