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Linear Suppression of Intercarrier Interference in
Time-Varying OFDM Systems:
From the Viewpoint of Multiuser Detection

Husheng Li

Abstract: Intercarrier interference (ICI) in orthogonal frequency
division multiplexing (OFDM) systems, which causes substan-
tial performance degradation in time-varying fading channels, is
analyzed. An equivalent spreading code formulation is derived
based on the analogy of OFDM and code division multiple ac-
cess (CDMA) systems. Techniques as linear multiuser detection
in CDMA systems are applied to suppress the ICI in OFDM sys-
tems. The performance of linear detection, measured using mul-
tiuser efficiency and asymptotic multiuser efficiency, is analyzed
given the assumption of perfect channel state information (CSI),
which serves as an upper bound for the performance of practical
systems. For systems without CSI, time domain and frequency do-
main channel estimation based linear detectors are proposed. The
performance gains and robustness of a linear minimum mean
square error (LMMSE) filter over a traditional filter (TF) and
matched filter (MF) in the high signal-to-noise ratio (SNR) regime
are demonstrated with numerical simulation results.

Index Terms: Intercarrier interference (ICI), multiuser detec-
tion, orthogonal frequency division multiplexing (OFDM).

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is be-
coming a fundamental signaling technique for the new gener-
ation of wireless communication systems, which are character-
ized by high speed and reliable data transmission, e.g., ultra mo-
bile wideband (UMB) developed by the 3rd generation partner-
ship project 2 (3GPP2), long term evolution (LTE) developed
by the 3rd generation partnership project (3GPP) and world-
wide interoperability for microwave access (WiMAX, equiva-
lently IEEE 802.16). One of the advantages of OFDM is that
different data streams are transmitted on different subcarriers,
thus achieving orthogonality and avoiding interference across
different data streams. However, the orthogonal transmission is
achieved only in ideal situations. In practical systems, there ex-
ists intercarrier interference (ICI) which is caused by Doppler
spread [1], [2], frequency carrier offset [3], [4], or time syn-
chronization errors [5]. ICI can substantially impair the sys-
tem performance, particularly in the high signal-to-noise ratio
(SNR) regime since system performance is interference limited
in such scenarios. Meanwhile, the power of a data stream is
also dispersed to other subcarriers and a portion of the power
is wasted if only the desired subcarrier is used for detection. A
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variety of algorithms have been proposed to mitigate the ICI in
OFDM systems. In [1], a linear filter is used to suppress the
ICI caused by Doppler shift in muitiple-input multiple-output
(MIMO) OFDM systems, while a piecewise linear approxima-
tion is used to combat the same ICI in single antenna systems
in [2]. For ICI caused by frequency offset, self interference can-
cellation is adopted in [3]; and the frequency offset can also be
estimated explicitly, thus removing the corresponding ICI [6]. In
[5], the sensitivity of the channel estimator is exploited to im-
prove the performance of time synchronization, thus alleviating
the ICI incurred by a time synchronization error.

In this paper, we focus on the ICI caused by Doppler
shift since it exists in all time-varying (or equivalently, time-
selective) channels, particularly in high mobility situations. As
mentioned before, this problem has been addressed in [1] and
[2]. However, we tackle this problem from the viewpoint of mul-
tiuser detection [7], which is originated from multiuser detection
in code division multiple-access (CDMA) systems, since the ICI
and different data streams can be regarded as multiple-access in-
terference (MAI) and different users in CDMA systems, respec-
tively. Similarly, the vector output of a data stream, namely the
output over all subcarriers, can be considered as its spreading
code, although it is different from conventional binary spread-
ing codes used in CDMA systems. Then, the OFDM system can
be converted into a CDMA system. The advantage of such a
strategy is that the algorithms and corresponding performance
analysis developed in the community of multiuser detection can
be directly applied to the ICI mitigation problem. It also demon-
strates that the technique of multiuser detection is not confined
to CDMA systems.

In CDMA systems, it has been demonstrated that optimal
multiuser detection can considerably suppress the MAI and im-
prove the output signal-to-interference-plus-noise ratio (SINR)
compared with a matched filter (MF) [7]-[9]. In particular, the
SINR tends to infinity as the noise power vanishes, which im-
plies that the multiuser detection-based CDMA system is not in-
terference limited. However, the optimal multiuser detection in-
curs computational cost exponentially increasing with the num-
ber of users, which is infeasible for practical systems since
there exist many users within a typical cell. Therefore, low-
complexity algorithms have been considered for implementation
at the cost of tolerable performance degradation. For example,
linear minimum mean square error (LMMSE) multiuser detec-
tion was proposed in [10] and has been demonstrated to achieve
good performance [11]. For nonlinear processing, parallel inter-
ference cancelation (PIC) [12] and successive interference can-
celation (SIC) [13] have been adopted to cancel the MAI using
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feedback, particularly when channel coding is used. In the com-
munity of multiuser detection, multiuser efficiency (ME) is used
to measure how close the output SINR of a multiuser detector is
to that of the single user case, and the asymptotic multiuser ef-
ficiency (AME}) is used to evaluate the efficiency of interference
mitigation in the high SNR regime [7].

In this paper, we consider low-complexity algorithms without
the aid of channel codes. It is interesting to consider the per-
formance of channel codes; however, it is beyond the scope of
this paper. Therefore, we adopt linear detectors to suppress the
ICT after formulating the spreading codes of all data streams,
based on the assumption that perfect channel state informa-
tion (CSI) is known. Three linear detectors, the traditional filter
(TF), MF, and LMMSE detector, are derived, analyzed and com-
pared. Analytical methods from multiuser detection are used to
analyze the performance of these detectors, such as the ME and
AME. For practical systems, we analyze the performance with
imperfect channel estimation and propose an algorithm for esti-
mating truncated spreading codes in the frequency domain. Nu-
merical results demonstrate that the LMMSE detector achieves
the best performance among these three detectors in the high
SNR regime.

The remainder of this paper is organized as follows. The time-
varying system model of OFDM is introduced in Section II. In
Section III, the OFDM system is converted into a CDMA sys-
tem and the expression for the corresponding spread code is pro-
vided. Based on the equivalent CDMA system, three linear de-
tectors are derived. In Section IV, the performance of these three
detectors is analyzed for frequency flat and frequency selective
fading channels, respectively, given the assumption of perfect
CSI. In Section V, we consider systems with channel estimation
in the time and frequency domains, respectively. Numerical re-
sults and conclusions are provided in Sections VI and VII.

Below is some mathematical notation used in this paper:

« x/ is the conjugate transpose of the vector x.

mod(i, 7) denotes the modulus of ¢ with respect to j.

o E{X?} denotes the expectation of the random variable X .
o Re(x) means the real part of complex number x.

II. SYSTEM MODEL

We consider an OFDM system using N subcarriers. For sim-
plicity, we assume perfect synchronization and consider only
baseband signals. On denoting the information symbols! on the
N subcarriers by {X| k}kzo,---, n_1> Which are assumed to have
power |X;|? = N, the corresponding time domain chip se-
quence within one OFDM symbol period is the output of the
inverse discrete Fourier transform (IDFT) of {X;},_,

o, N=1°
which is given by
1 Nl
=5 Xpw™k =0, N -1 n
k=0
j2m

where w = "% . To combat the possible time dispersion of the
channel, a sufficiently long cyclic prefix is added in front of the

Mn this paper, an information symbol means the symbol of each data stream
sent over each subcarrier; an OFDM symbol includes all information symbols
simultaneously.

time domain chips in (1).

We assume that the OFDM system operates over a time-
varying multipath channel with L resolvable paths, each be-
ing represented by a random process of channel gains. We de-
note the sample paths of the channel gains within one OFDM
symbol period by {hg)}lzo L1 me0. Ny Where hY rep-
resents the channel gain of path [ during chip period m,
and {7}, .. _; represent the path delays with convention
'ro = (. Also, we denote the average channel gain, namely

!
N Zm—O h() by h(l) . .
We denote the corresponding channel powerzgams by
t 1
{g(l)}l:O,u-,L~1,m=0,~~-,N—1 where g = |h?(73[ . We de-
note the average channel power gain of the /th path, namely

% ZZ ég(l) by V). We also define the variation of channel
power gain
59(1) (5) — g(l) %))
and normalized variance
N
Fay
s 25 (o)
N =

Similarly, we define the variance of the channel gains, which is
given by
YN P
o2) 24 - pO[. @
On assuming that there is no inter-chip interference for each

path and the cyclic prefix period is longer than the largest path
delay, the channel output is given by

L-1

Ym = Z xmod(m—n,N)hq(qlz) + Uy, M= 0) Ty
=0

N-1 (5

where n.,, is complex additive white Gaussian noise with vari-
ance 2. Then the time domain output is transformed to the fre-
guency domain by carrying out the discrete Fourier transform
(DFT), which is given by

N1
Y= ymw ™ 4+ Wy, k=0, N

m=0

~1 (6)

where W;, is the DFT of the noise sequence {”m}mzo,-.-, N_1
whose variance is given by No2.

By applying the property for the DFT, that multiplication in
the time domain is equivalent to circular convolution (denoted
by «) in the frequency domain, we can obtain the frequency do-
main output directly, which is given by

L~1
ZH(‘)*X(” +W @)

l 0
whete Y2(¥p Yi - Yie) T, HO £(H B - BT,
X0 & (Xo Xjw™ " Xy_1w T WN=INT and W &

(Wo Wy -+ Wa_1)T.
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Note that H") is the DFT of the channel gain sequence
{h) }oneo.... n_q and the expression for X stems from the

time domain shift property of the DFT. For the kth element, (7)
can be rewritten as

L-1N-1

1
N=5 zz; z@ H Xoage—p,iyw " E P+ Wi (8)
=0 p=

From (8), we can see that the frequency domain output Y
is impacted by all {X,},_, . y_; if HY” # 0. We call the
interference from symbol X, on Yy, n # k, ICL It is easy to
observe that the ICI equals zero if and only if, VI = 0, - - -, L —1,
H]gl) = 0 when p > 0, which is equivalent to that h%) s a
constant and the channel is thus time-invariant. Therefore, the
intercarrier interference stems from the time selectivity of the
channel gains and is then dual to the intersymbol interference
(IST) in then time domain caused by frequency selectivity.

III. LINEAR MULTIUSER DETECTION

In this section, we introduce three types of linear detectors
for the detection of OFDM symbols, whose information symbol
output on subcarrier k is given by

Gw=viY 9)

where the column vector vy, is the linear detector for subcar-
rier k. We first translate the detection of OFDM symbols into
a CDMA-like multiuser formulation and then introduce known
multiuser detection results.

A. Multiuser Formulation

As explained in the introduction, we can regard each symbol
X, k=0,---N —1,in (7) as a virtual user. Then, the virtual
users transmit over an N -vector space and we define the column
vector output of virtual user & (assuming X; = 1), denoted by
Sk, as its spreading code (here, we adopt the terminology of
CDMA systems). According to (8), the spreading code matrix
S £ (s1,---,sy) is given by

1

S=—
v X
L—1 L-1 L—1
S S S e
1=0 =0 =0
L-1 L—1 L1
Z Hl(l) Z Ho(l)w—n Z H?(‘l)wATl(N—l)
1=0 1=0 1=0 10
L—1 L—1 L—1
H](é)_l Hj(\lflzw_” Z Hél)w*”(N_l)
1=0 1=0 1=0
or equivalently
L L0
I -
(8)pe = 5 2 Huoagpoa i ™% (11)
1=0

p=0,--N—-1, ¢g=0,---,N — 1.

Thus, we convert the OFDM system into an equivalent
CDMA system with spreading gain N and N active users, in
which the received signal is given by

N-1
Y = Z seXp + W (12)
k=0
or equivalently
Y =SX+W. (13)

The equivalent CDMA system and the traditional CDMA sys-
tem (we assume using random spreading code) differ in the fol-
lowing respects:

« The spreading code elements in the equivalent CDMA system
are correlated while those in a traditional CDMA system are
mutually independent. This difference implies that we cannot
apply the theory of random matrices, which is very useful in
analyzing traditiona] CDMA systems.

o In the ideal case, only one element in a spreading code in
the equivalent CDMA system is non-zero while the spreading
code of a traditional CDMA system spreads over all dimen-
sions.

¢ The spreading codes of different virtual users are always syn-
chronous in the equivalent CDMA system while they could
be asynchronous in a traditional CDMA system.

o The equivalent CDMA system spreads in the frequency do-
main while the traditional CDMA system spreads in the time
domain.

« In the equivalent CDMA system, the system load, defined as
the ratio between the number of active users and the spreading
gain, is always 1 while it is an arbitrary positive number in a
traditional CDMA system.

B. Multiuser Detectors

We consider the following linear multiuser detectors for the
equivalent CDMA system.

B.1 Traditional Filter

In a traditional OFDM receiver, the interference from other
virtual users and the information spread into other dimensions
are both ignored and only the received signal on the desired
subcarrier, namely Y for virtual user k, is used for detec-
tion. Equivalently, the filter is given by vy = Hy 1, where 1 is
an V-dimensional column vector, in which only the kth element
is nonzero and equals 1.

B.2 Matched Filter

The MF filter, which is used in most practical CDMA re-
ceivers, regards the ICI as Gaussian noise. For virtual user &,
vy, is simply si. The output of the MF filter for virtual user & is
given by

2 =sfY. (14)
B.3 LMMSE Detector

We can apply LMMSE multiuser detection [7], [10] to the
equivalent CDMA system. The LMMSE detector is given by

vi =S (621+R) " 1;. (15)
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The output of the LMMSE detector for user k is given by

a=((21+R)"s7Y) (16)
where R = SS is the correlation matrix of the spreading codes
for the different users. The filter output 2, is used for further
detection. It is easy to verify that, for the LMMSE detector, the
output signal-to-interference-plus-noise-ratio (SINR) of user &
is given by

SINRj, = (17)

where for matrix A, AJ, £ (A1) | [7].

C. Performance Measure

In traditional CDMA systems, when the received channel
symbol power of user k equals 1, ME, which measures the im-

pact of MAT and the efficiency of multiuser detection, is defined
as

. & SINR
k= .

(18)
a3

Obviously, the larger 7, is, the more efficient the multiuser de-
tection is. When 7, tends to 1, the impact of MAI vanlishes.
AME is defined as the limit of ME as 02 — 0, namely

= lim g,
77A Mom

(19)

which measures the power efficiency when the performance is
dominated by MAL It is shown in [7] that, for the LMMSE de-
tector, the AME is determined by the correlation matrix, which
is given by

1

T = == (20)
R,

Similarly, we can define the ME for the equivalent CDMA

system of an OFDM system, which is given by
N SINR;C

M = ~L-1_)
zog

O’

21)

Recall that g“) is the a\,erage channel power gain of path

{. Note that Z E H(l |2 = Z ZZ;(I) lhgrll)|2 =
N? ZL Lgh Then, we have
1 L—1<~N—1 1)) 2
Z[L 0] g N &ul=0 2ik=0 ]ng ‘
o2 a No?,

where the numerator is the average power of received X and
the denominator is the noise power on subcarrier k. When the
channel is time-invariant, we have

1 2
~|Hol
Ng2 ’

n

SINRy, =

Channel gain 1 Channelgain1  ME  Naoise

Subcarrier 1 Subcarrier 1

Noise Channelgain2  ME  Noise

@ Subcarrier 2 % % E'E

Noise

Subcarrier 2

Received signal

Channel gain N Channel gainN  ME

Subcarrier N Subcarrier N

D

Fig. 1. Equivalence between multiple access channel and single-user
channel.

which implies that n, = 1.
Similarly, the corresponding AME is given by

1
Zl =0 9<Z)R+ .

The concepts of ME and AME can be used to simplify the
multiple access channel to multiple single-user channels. The
equivalence is illustrated in Fig. 1. In the left hand side of the
figure, the received signal is the sum of the signals from multi-
ple subcarriers, which complicates the analysis. By employing
the concepts of ME, the multiple access channel is decomposed
into single-user channels by scaling the single-user signal with
ME, as illustrated in the right hand side of Fig. 1, thus signif-
icantly simplifying the performance analysis. AME can further
reduce the complexity of performance analysis when the system
operates in the high SNR regime.

M = (22)

D. Discussion of Coded OFDM

It should be noted that we assume uncoded channel symbols
in the OFDM system. Therefore, there is no redundancy to ex-
ploit. When the OFDM system is channel coded (COFDM), we
can exploit the redundancy in the channel symbols to further im-
prove the performance. Here we briefly discuss two approaches
without further exploitation since it is beyond the scope of this

paper.
D.1 Parallel Interference Cancelation

One approach is PIC [12], [14], which is more suitable for
channel coding across different subcarriers. The above linear
approach can be used in the first iteration. Then, the detection
output will be used for channel decoding. The original ICI is
reconstructed, according to the decoding output, and then fed
back. The estimated ICI is canceled from the original signal and
then put into the multiuser detection. The procedure iterates un-
til the result converges.

D.2 Successive Interference Cancelation

Another approach is SIC [15], which is more suitable for the
case in which channel coding is carried out in individual subcar-
riers, We can choose the the subcarrier having the strongest sig-
nal power. LMMSE detector can be used to decode the data over
this subcarrier. Then, the ICI from this channel to other channels
will be reconstructed and then canceled from the signals of other
subcarriers. This ICI cancelation is carried out successively, in
the order of descending signal power, until the last subcarrier.
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IV. PERFORMANCE OF LINEAR DETECTORS WITH
PERFECT CS1

In this section, we study the performance of linear multiuser
detectors given the assumption that the CSI is perfectly known
at the receiver. Although it is impossible to obtain perfect CSI
in practical systems, this analysis provides performance bounds
and insight for system design.

A. Frequency Flat Fading Channels

In this section, we consider the simplest case, a fre-
quency flat channel, or equivalently, a single path channel
(L. = 1), and assume that the channel gains at each chip,
{hgl)}220’___’L_1’m:07m’N¥1 are perfectly known. While sim-
plifying the analysis, the analysis provides insight for each re-
solvable path and applies for channels having negligible time
dispersion. We first provide the corresponding spreading codes
and then compute the corresponding MEs and AMEs for the
three types of linear detectors. Note that we ignore the path in-
dex [ in all notations for simplicity.

A.1 Spreading Codes

Substituting L = 1 into (10), we obtain the spreading code
matrix for the frequency flat fading case, which is given by

Hy Hyo H;
S ! = Ho ez 23
N s @9

Hy.1 Hy-o Hy
It is easy to observe that, when L. = 1, S is a circulant

matrix. The following lemma provides a decomposition of the

spreading code matrix S based on the circular matrix structure
of S:

Lemma 1: S can be decomposed as

S=U"'AU (24)
where
1 1 1
1w wiV-1
U = : : (25)
1 V-1 w(Nwl)r‘)
and
ho O 0
0 M 0
A= ) (26)
0 0 hn_1

The following lemma provides the properties of the above
matrix decomposition, which will be used frequently later.
Lemma 2: The following properties of S hold:

Ufu =uuf = N1, 27)

U= %UH, and (UM ' = L,

Fs

(28)

T

Usi = (ho haw™* - B~ ODY g

« The DFT of the diagonal elements in matrix A is the first
column of matrix S, namely

U'th=s; (30)

where h = (hg -+ hN_l}T.

A.2 Traditional Filter

The following proposition gives the ME of TF. The proof is
given in Appendix L.
Proposition 1: The ME of TF is given by
A} o
EIC ) Gh
Remark 1: From (31), we conclude that 7, = 0, which
means that the TF is very inefficient in the high SNR regime.

A.3 Matched Filter

The following proposition provides two expressions for the
ME of ME. The proof is given in Appendix II.
Proposition 2: For MF, the ME is given by

1 1

o= — = 5
k—1
14 2)9 1+agzg

[~ pod

(32)

where & is the kurtosis of sequence {11 },,,q ... y_; (recall that
03 is defined in (3)).

Remark 2: For MF, 7, is determined by the normalized vari-
ance of the channel power gain or the peakiness of the channel
gain (note that the kurtosis of a random variable represents its
peakiness). Again, we find that 7, = 0, which means that MF is
not an efficient detector in the high SNR regime.

A.4 LMMSE Filter
Applying the decomposition in (24), we have

], H 1
S%8
() -(%)

" -1
:U*1<I+A.2A) U
g,

n

1+l o 0
" 2
0 1+|_’;L2!_
=U! _ " U.
‘ ‘h:N»l]z
0 0 . 1+“—Gnr"
(33)

Applying the DFT relationship between the diagonal ele-
ments in A and the first column of S in Lemma 2, we have

R + N-1 3;‘&,2;{2
( 9% ) wk kzzo ( aa

(34)
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which is identical for all users. Therefore, all users in LMMSE
detection share the same SINR, ME and AME in frequency flat
channels. For simplicity, we ignore the user index k in the fol-
lowing discussion.

Then, the output SINR of the linear MMSE multiuser filter is
given by

N

=i
N=-1 ,hk;2
k?;o (1+ oz

Based on (35), we obtain the ME in the following proposition:
Proposition 3: For the LMMSE multiuser detector, the ME
is given by

SINR =

~1. (35)

N 36)
z_:o lhklz

Consequently, we can obtain the AME in the following corol-
lary:
Corollary 1: For the LMMSE multiuser detector, the AME
is given by
N2
N1

- Ko [Pkl

> |l
k=0

Remark 3: An interesting observation from (37) is that the
AME equals the ratio of the harmonic and arithmetic means of
the channel gains, which is always less than or equal to 1. It is
easy to check that, when the system is time invariant, namely
hi = h, Vk, SINR; = |h|?/02 and n = 1, which means that
ICI does not exist.

Remark 4: We can further simplify (37) in the case of slow
fading channels, which is a reasonable assumption since it is
difficult to estimate the channel gains and carry out coherent
communication for fast fading channels. Then, we have

N
N-1 1
. Zm:O F+ogm
= ="
g
N
;Em~o+
- ]
g
. N
- - k
N~-1 ) m
Zm:O Zozo (_ % )
N N
- 2
oo (1% ()
- 38
- ]__|_0-2’ ( )

which is determined by the normalized variance of the channel
power gain o.

B. Frequency Selective Fading Channels

For frequency selective fading channels, L > 1, the spread-
ing code matrix S is no longer a circulant matrix, thus losing the
structure of decomposition in (24). It is also easy to verify that
the eigenvectors of Sy are different from those of 8y, VI > 0
(note that S, is defined as the spreading code generated by the
{th path). The analysis for the TF and MF is similar to that for the
frequency flat case. For the LMMSE filter, it is difficult to obtain
explicit expressions for evaluating the performance of multiuser
detection in frequency selective fading channels. However, we
can consider a scenario in which there exist two resolvable paths
and the channel power gain for the second path is sufficiently
small relative to that for the first path. Then, we can analyze the
performance by considering the signal along the second path as
a perturbation of that for the first path. We also assume slow fad-
ing, similar to the analysis in (38). For simplicity, we consider
only the AME, which is determined by the diagonal elements of
RL

Suppose the spreading code matrix is given by the following
form:

S =8y +15; (39

where S is the spreading code generated by the first path, which
is given in (23), S; is that of the second path, which is scaled by
1/t and the elements are given by

(Sl)pq tj\/' Hé&i(ﬂ q,N)wWﬁ(q—l)’
and t is a sufficiently small real number which is given by
Py painy L2/
k;__() |H0|

Then, we can obtain the following proposition, whose proof is
given in Appendix II:

Proposition 4: For [ = 2, with sufficiently slow fading and
sufficiently small ¢ in (39), compared with the frequency flat
channels, we have
« if the phase difference between h(()o) and h(()l) lies in [—%, },

the AME is decreased,

« if the phase difference between h(()g) and h((]l) liesin [%, 37],
the AME is increased.

Remark 5: Therefore, whether an additional resolvable path
increases the AME is determined by the phase difference of the

two paths. Since the phase difference is uniformly distributed,
the additional path benefits or impairs the AME equiprobably.

B

V. LINEAR DETECTORS WITHOUT CSI

In the previous section, we assume that perfect CSI is avail-
able at the receiver. However, in practical systems, the channel
estimation is imperfect due to the existence of thermal noise and
interference. Even when thermal noise or interference does not
exist, the channel estimate is still imperfect, except for the im-
practical case that all data symbols are known at the receiver
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(in this situation, no information is conveyed), since the channel
parameters are random variables and time-varying. The channel
estimation error will degrade the performance since the designed
multiuser detector is mismatched.

A. Truncated Spreading Codes

In practical systems, the spreading codes of the virtual users
are unknown to the receiver, which requires pilots, namely train-
ing data, for channel estimation in the frequency domain. In TF,
only the diagonal elements in matrix S are unknown. This can
be estimated from the pilots sent on certain subcarriers. How-
ever, both MF and LMMSE filters need to estimate the entire
N x N matrix S, which requires prohibitive numbers of pilots
when N is large (e.g., in WiMax system, NV = 1024). Moreover,
in LMMSE filters, the inversion of an N X N matrix is needed
for each OFDM symbol and causes substantial computational
cost.

An intuitive approach to tackle the prohibitive amount of pi-
lots and computational overhead is to truncate the spreading
code to a much shorter length. As will be demonstrated using
numerical results, most of the power of a symbol on a subcar-
rier is confined to this subcarrier and its two adjacent subcarri-
ers. Therefore, we can assume that S is a band matrix such that
Spq = 0,if [p — ¢ > 1. We call the columns of matrix S trun-
cated spreading codes. Such an approximation can substantially
reduce the number of unknowns in S. It is easy to verify that
R = S7S is a also a band matrix; hence the inversion of the
band matrix can substantially reduce the computational cost.

B. Estimating Truncated Spreading Codes

For simplicity, we assume that the number of paths, L, and
the corresponding delays, {Tl}lzo,m’ L_1> are known. When
truncated spreading codes are used, there exist 3L un-
knowns in S, namely {Hél)}lzo T {H{

{HJ(\ZT)—l}lzo,---,L—l'

We place pilot symbols, which are known to both the trans-
mitter and receiver, on P clusters, each of which consists of
three consecutive subcarriers (accordingly, there exist 3P pilot
subcarriers). The index of the center subcarrier of the ith cluster
is denoted by p;. Then, when there are no thermal noise and ICI
from the subcarriers conveying information symbols, which are
at least one subcarrier away, the output signal at subcarrier p; is
given by

b
}l:O,--~,L—1’ and

L—1 L-1
o = S H X, 4 Y HY e,
=0 =0
L-1
+ 3 HPw N,
=0

Collecting the P equations into a vector form, we have

XoHo + Xy H +XjHy_1 =Yy (40)

where
T
Yr = (Y}m“'aypp) )
(Xo),, = Xprw*”'s—l(p'r)’ r=1,--,Ps=1,--- L,
(XN_l)rs = Pr+1w_T571(pT+l), r=1,--,P,s=1,---,L,
(Xi)ps = Xpr_l’u)_‘rs_l(pr_l)) r=1,--,Ps=1,---, L,
T
0 L—1
= (0 )
T
0 L-1
Moo (B0, - HET)
T
0 L—1
and
T
H, = (HfO) Hl(L—l)) ‘

We can further simplify (40) to

XrH=Yr 41)

where subscript 7' denotes training and X = (Xo, Xn_1,X1),
and H = (Hé{a Hf? HIHV—I)H'

If the rank of X is equal to 3L, H is uniquely determined
by X7 and Y. Therefore, it is required that P > 3L. As will
be demonstrated using numerical results, by choosing the pilot
symbols in X7 randomly, the rank of X7 equals 3L with large
probability, when P > 3L.

VI. NUMERICAL RESULTS

In this section, we provide simulation results to validate the
analytical results derived in the previous sections. Note that the
expectations and standard deviations of MEs in Figs. 4 and 6 are
listed in Table 1.

A. System Configurations

In our numerical simulation, we adopt the following configu-
ration for the OFDM system:

e 512 subcarriers (N = 512);

+ OFDM symbol period Ts = 0.1 ms;

« carrier frequency: 5 GHz;

» we primarily focus on frequency flat fading (L = 1); for the
multipath case, we assume L = 2 and the average powers of
the two paths are 0.9 and 0.1, respectively; the corresponding
path delays are 0 and 50 OFDM chips, respectively.

Jakes model [16] is adopted to generate the time-varying fad-
ing process. The detailed procedure for generating the fading
process is given in [17]. We assume that
o the receiver is a mobile station and its speed is 100 km/hour,

unless noted otherwise;

o there is no line-of-sight (LOS) path and the channel gain am-
plitude is Rayleigh distributed;

B. Channel Variation

Fig. 2 shows the cumulative distribution function (CDF) of
the variance of the channel power gain (normalized by the
square of the average channel power gain) within one OFDM
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Fig. 4. CDF of ME in frequency flat fading channels.

symbol. In the simulation, the mobile station speed equals 40
km/hour or 100 kim/hour. We can observe that the channel varies
much faster in the high mobility scenario (100 km/hour). In the
moderate speed (40 km/hour) case, the channel variance within
one OFDM symbol is small, which implies that the IC1 is negli-
gible.

C. Power Dispersion in Frequency Domain

Fig. 3 shows the CDF of the proportion of the power of X,
contained in subcarriers 0, 1, and 2 at the channel output. We
can observe that most of the power is contained in subcarriers 0
and 1. This demonstrates the validity of the truncated spreading
code in subsection V-B.
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Fig. 6. CDF of ME in frequency flat fading channels with truncated
spreading codes.

D. Performance with Perfect CSI

Fig. 4 shows the CDF curves of ME given the assumptions
of frequency flat channels and perfect CSI. We tested the cases
of SNR = 20 dB and SNR = 30 dB. Note that the two CDF
curves for the LMMSE detector almost coincide. We can ob-
serve that LMMSE detector achieves considerably higher ME
than MF and TF, particularly when SNR = 30 dB. MF partially
outperforms TF when the ME is close to 1.

Fig. 5 shows the CDF curves of ME given the assumptions of
frequency selective channels and perfect CSI. We can draw sim-
ilar conclusions as those from Fig. 4. However, the gap between
the LMMSE detector and TF/MF is smaller in frequency selec-
tive channels than in frequency flat channels and the range of
ME is larger since different virtual users may receive different
powers due to frequency selectivity.

E. Performance with Imperfect CSI

Fig. 6 shows the CDF curves of ME when the receiver uses
the estimated truncated spreading code, which is proposed in
subsection V-B. The simulation is based on a frequency flat fad-
ing channel, whose configuration is the same as that in Fig. 4,
and P = 20 (recall that P denotes the number of pilot clusters),
where the pilots occupy 60 subcarriers and incur a roughly 12%
overhead for frequency spectrum usage. We can observe that
the LMMSE detector achieves more robust performance than
TF when SNR = 30 dB and the corresponding ME is roughly
lower bounded by 0.5.
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Table 1. Expectation and standard deviation of ME in Difference
Scenarios: Frequency flat channel (FFC), frequency selective channel
(FSC), and truncated spreading code (TSC).

Scenario  SNR  Algorithm  Expectation Deviation
FFC 30dB MF 0.7479 0.2059
FFC 30dB TF 0.7451 0.1577
FFC 30dB  LMMSE  0.9941 0.0078
FFC 20dB MF 0.9558 0.0462
FFC 20dB TF 0.9625 0.0297
FFC 20dB LMMSE  0.9966 0.0044
FSC 30dB  MF 0.6353 0.2747
ESC 30dB TF 0.7383 0.1867
ESC 30dB  LMMSE 09769 0.0423
FSC 20dB MF 0.9046 0.1102
FSC 20dB TF 0.9472 0.0614
FSC 20dB  LMMSE  0.9791 0.0312
TSC 30dB MEF 0.5766 0.2050
TSC 30dB TF 0.6963 0.1762
TSC 30dB  LMMSE  0.7567 0.1164
TSC 20dB MF 0.8354 0.0954
TSC 20dB TF 0.9479 0.0433
TSC 20dB LMMSE  0.8842 0.0652

VII. CONCLUSIONS

In this paper, we have applied the technique of multiuser de-
tection in CDMA systems to mitigate the ICI in OFDM sys-
tems, which is caused by time-varying fading channels. Three
multiuser detectors, namely TF, MF, and LMMSE detectors,
have been analyzed. The performance, measured using ME and
AME, has been analyzed for both frequency flat and frequency
selective fading channels given the assumption that the CSI is
known. For the case of unknown CSI, which is more reason-
able in practical systems, the performance has been analyzed
for unbiased time domain channel estimation errors. An algo-
rithm using an estimated truncated spreading code has been
proposed. Numerical results show that the LMMSE detector
achieves the best performance in the high SNR regime when CSI
is known, When an unbiased channel estimation error exists, the
LMMSE detector still attains the most robust performance when
the SINR is sufficiently large and channel variation is large. Nu-
merical results also show that, by using our estimated truncated
spreading code, the LMMSE detector attains more robust per-
formance than both TF and MF detectors.

APPENDICES
I. PROOF OF PROPOSITION 1

Proof: 1t is easy to verity that the output SINR of TF is
given by
N (i)
SINRj, = — £h >
NoZ 4+ N3 iz Sl
.2
= Neaa | -?}V—l 3 “2)
]\igan + Lk:l ’HA|

According to the property of the DFT, we know |Ho|? =
N?|h|2. We also have

N-1 N-1
S HP = |Hl* — |Hol?
k=1 k=0
N1 R
= N Y |l = N2[RP?
k=0
= N*(g - |n*)
= N?%52. (43)

Substituting (43) into (42), we can obtain the conclusion. O

II. PROOF OF PROPOSITION 2

Proof:- It is easy to verify that the output SINR of MF is
given by

4
sl

lIsill” 02 + 5 1))

2
where [|s¢||* = |sfs¢|”.
To further simplify (44), we have

sl = (st'si)”
L Nl 2
= (]_V‘E Z 1Hml2)
m=0
L V= 2
= (ﬁ Z \hm\2>
m=0

= §°

SINRy, =

(44)

(45)

where the third equation is due to Parseval’s equality for the
DFT.
For the denominator in {44), we have

NSkHz = stk
= ,
= Fj Z ;Hm|
m=0
1 N-1 )
= [P
N T:LJ:O M
~ 3 (46)
and
2 iy 2 4
Sollssl® =3 [sfsil” =l
i#k =0
N—1
= (Z sisz-H) s — llsxl*
=0

= sP88 s, — |si|*

= sHUTAA*Usy, — ||si ]

1 Nl s | Nt , 2
N 5_: ‘hm~ - (7\7 Z ‘hm‘ )

m=0

f



614 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 12, NO. 6, DECEMBER 2010

where the last equation uses (29).
Then (44) can be rewritten as

1
SINR;, =

No? N omzg !

ST, [2+ N1 = 7~ 1
meo Poel™ (N3 [ ?)
1
= 47)

- +r-1
g

Recall that « is the kurtosis of sequence {hm},,_,

which measures the peakiness of a random variable.
Then, it is easy to verify that 03 = k — 1 which represents the

variance of the channel power gains and (47) is equal to

v N=17

1

SINRy = 55— 48)
U_” + o2
g g

The conclusion of the proposition is then obtained from the
above two equations. O

HI. PROOF OF PROPOSITION 3

Proof: The covariance matrix R = S¥ S is a function of ¢
and we denote it by R(t). Then, we have

R(t) = S{S1 + ¢ (S{'S2 + 8ES;) + ¢SS, (49)
and
dR(t
—d( )| - Si'S, + 8§'s;.
t t=0

By differentiating the inverse matrix, we have

R() = R™(0) - R~ (0) ) RO+l 60
where
R —1(0)%?) H)R—l(o)

= (S¥s,) 7" (sFs, + 88, (sHs,) !

= (U%a* (U U'AU) -

(sf'sz +5¥'sy) (UP A" (U1 U~'AU) -

N
=Ul(A*A)'U (UHA* U178, + sg’U—lAU)
U A*A) ' U
= U'ATIUS, U1 (A*A) ' U+ UL (A*A) T usH
U tanu.

For sufficiently small ¢, we can ignore the small order term
o(t) in (50). Then, the diagonal elements in the linear term in

1 -1 -1
<NUHA*AU) (S8, + 8%s,) (iUHA*AU)

(50) represent the perturbation of the second path. It is easy to

verify that
U IATIUS, U (A*A) MU
H
= (Ut (aa) Usf Ut (A% U)

Therefore, we have

(R (0) dt t:OR (0)>kk

= 2Re (U_lA_lUSQU‘l (A*A)~! U) N

61y

It is easy to check that U~* A~ U is a cyclic matrix, in which
the elements are the DFT of sequence {1/ r }n:o,---, N, and
U! (A*A)_1 U is also a cyclic matrix, in which the ele-
ments are the DFT of sequence {1/|h,(¢0) 2}n:0’m’N_1.
ticularly, the diagonal elements of the above two matrices
are the zero frequency components of the corresponding se-
quences and they dominate the matrix due to the slow fad-
ing assumption. Therefore, the diagonal elements in matrix

R_l(O)ur;tQ| +—oR " (0) are dominated by those of matrices
U-1A-1U, S; and U~! (A*A) ™! U. Notice that the diagonal
elements of U~ (A*A) ™" U are positive; thus the signs of the
diagonal elements in matrix R~1(0) Mf;tﬂ t:OR—l (0) are dom-
inated by the phases of those in matrices U"'A~'U and S,.
Applying the slow fading assumption again, we can see
that the zero frequency components of {1/ rY }nzo,---, N1

and {hgll)}n=0m1v_1 are close to 1/h(()0) and h{", respec-
tively. Therefore, the signs of the diagonal elements in ma-

trix R~1(0)4B() —oR'(0) are determined by the real part

of ht(,l) / h((JO), which implies the conclusion. 0

Par-
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