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Performance Analysis of Decode-and-Forward Relaying
with Partial Relay Selection for Multihop Transmission
over Rayleigh Fading Channels

Vo Nguyen Quoc Bao and Hyung Yun Kong

Abstract: Multihop transmission is a promising techmique that
helps in achieving broader coverage (excellent network connectiv-
ity) and preventing the impairment of wireless channels. This pa-
per proposes a cluster-based multihop wireless network that makes
use of the advantages of multihop relaying, i.e., path loss gain,
and partial relay selection in each hop, i.e., spatial diversity. In
this partial relay selection, the node with the maximum instanta-
neous channel gain will serve as the sender for the next hop. With
the proposed protocol, the transmit power and spectral efficiency
can be improved over those in the case of direct transmission and
conventional multihop transmission. Moreover, at a high signal-to-
noise ratio (SNR), the performance of the system with at least two
nodes in each cluster is dependent only on the last hop and not
on any of the intermediate hops. For a practically feasible decode-
and-forward relay strategy, a compact expression for the proba-
bility density function of the end-to-end SNR at the destination is
derived. This expression is then used to derive closed-form expres-
sions for the outage probability, average symbol error rate, and av-
erage bit error rate for M -ary square quadrature amplitude mod-
ulation as well as to determine the spectral efficiency of the system.
In addition, the probability of SNR gain over direct transmission
is investigated for different environments. The mathematical anal-
ysis is verified by various simulation results for demonstrating the
accuracy of the theoretical approach.

Index Terms: Bit error rate (BER), decode-and-forward (DF) re-
laying, multihop transmission, outage probability, probability of
signal-to-noise ratio (SNR) gain, Rayleigh fading, relay selection,
spectral efficiency, symbol error rate (SER).

L. INTRODUCTION

The growing demand for high data rates in current and future
wireless networks has resulted in the need for multihop com-
munication. Multihop transmission helps in achieving broader
and more efficient coverage in traditional and modern commu-
nication networks such as mobile ad-hoc wireless networks and
wireless sensor networks. The basic idea of multihop transmis-
sion is to allow for communication by relaying information from
the source to the destination via intermediate nodes.

Recently, the effectiveness of transmitting data packets over
two hops before reaching the destination in cooperative wire-
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less communication systems has been demonstrated. This new
form of diversity, which is called cooperative diversity, has at-
tracted considerable attention. In this case, the diversity gain
is achieved in a distributed manner via a virtual antenna array
[1]-[4]. The use of a cooperative diversity protocol in cluster-
based multihop wireless networks has been proposed [5]-[14]
as a means of exploiting the advantages of cooperative diversity
and multihop transmission and improving the multihop system
performance. More specifically, in [5], a multihop diversity pro-
tocol archiving full diversity has been proposed and analyzed
in terms of outage probability. In this protocol, each node in the
multihop route effectively combines all the information obtained
from the previous nodes; therefore, relay selection at each hop is
not necessary. However, this protocol requires signal connectiv-
ity between non-adjacent terminals. Two approaches for devel-
oping cooperative mobile ad hoc wireless networks (MANETSs)
are illustrated in [6], which shows that incorporation of coop-
eration into the physical layer yields a more reliable physical
layer link. More recently, in [7], Le et al. proposed an analytical
model to quantify the end-to-end performance of a general au-
tomatic repeat request (ARQ) cooperative diversity scheme in a
cluster-based multihop wireless network. This model can be ex-
tended to different transmission schemes where the advantages
of both time diversity and spatial diversity have been exploited.
In [8]{14], many routing strategies for multihop cooperative
networks, in which a cooperative diversity protocol is incorpo-
rated into the routing scheme, have been proposed. It has been
confirmed through numerical analysis that higher-order coopes-
ative diversity can be achieved by using these strategies.
However, the major drawbacks of all the above mentioned
protocols is the need for perfect time synchronization and a cen-
tralized processing approach [15], [16]. Dual-hop relaying with
partial relay selection based on amplify-and-forward (AF) has
been proposed [17]-[21] for resource-constrained wireless sys-
tems (especially ad-hoc or wireless sensor networks) in which
only partial channel information is available at the transmitters.
However, these dual-hop relaying may not be feasibie for prac-
tical applications of ad-hoc or wireless sensor networks, where
communication between the source and the destination usually
take place via a multihop link. Furthermore, dual-hop relaying
with partial relaying selection does not offer any diversity gain
except for a 3 dB coding gain relative to direct communica-
tion [17]. This observation inspired us to develop a cluster-based
multihop network with partial relay selection, which combines
the advantages of multihop relaying and relay selection in each
hop. The proposed protocol is useful for practical ad-hoc sys-
tems, where relay selection is based on neighborhood channel
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Fig. 1. An example of the proposed network with 3 hops.

knowledge (1 hop). The partial information in the proposed pro-
tocol allows for relay selection in the kth hop to follow the best
link, i.e., the link with the highest signal-to-noise ratio (SNR). A
compact expression for the probability density function (PDF)
of the end-to-end SNR is derived and used to obtain a single
integral expression for the symbol error rate (SER) of M-ary
square quadrature amplitude modulation (M-QAM). The out-
age probability and bit error rate (BER) of the system are also
evaluated in closed forms by using the methods discussed in
[22]. Interestingly, the numerical results show that the proposed
scheme can be used to increase network coverage without de-
grading the system performance; in other words, the end-to-end
performance of the system at a high SNR depends only on the
worst links among K hops.

The rest of this paper is organized as follows. Section II in-
troduces the model under study and describes the proposed pro-
tocol. Section III shows the formulas used for evaluation of the
outage probability, average SER, and average BER of the sys-
tem. Section I'V presents a comparison of the simulation results
and the theoretical results. Finally, Section V includes conclud-
ing remarks.

II. SYSTEM MODEL

We consider a wireless relay network where the transmission
from the source to the destination is assisted by several relay
nodes in between. These nodes are divided into small groups
called clusters as illustrated in Fig. 1. It is assumed that the nodes
in the network are self-configured and self-organized into dis-
joint clusters. In particular, we assume a network topology with
one level hierarchy without cluster head as discussed in [23, pp.
288-292]. Examples of such networks include wireless sensor
networks (WSNs) [15], wireless mesh networks and mobile ad
hoc networks [23].

To group nodes in clusters, distributed clustering algorithms
using iterative schemes can be employed. Nodes decide to join
or to create a new cluster depending on whether they can reach
the existing ones or not based only on node proximity as dis-
cussed in [24]-[31]. More specifically, in this study, we deal
with a network in which relays are grouped into clusters where
the chosen criterion is based on their geographical proximity
(or equivalently average SNRs). Without the notion of a clus-
ter head, each node within a cluster is treated equally. Cluster
size is usually controlled by the radio transmit power. To facil-
itate the clustering algorithms, we further assume that a trans-
mission power is fixed and uniform across the overall network.
The physical properties of the clusters, i.e., number of clusters,

cardinality of the clusters, etc., vary between clustering proto-
cols employed where the optimal cluster size is usually dictated
by the tradeoff between spatial re-use of the channel and de-
lay minimization. Moreover, routing in the network is assumed
to be carried out by layer-3 hierarchical protocols. In this pa-
per, we only focus on the physical layer transmission of the pro-
posed protocol with the assumption that routing and clustering
are fully supported by the upper layers. In addition, the details
of routing protocols are beyond the scope of this paper.

Let a multihop communication consisting of K hops connect
the source (in cluster 0) with the destination (in cluster K) via
clusters 1, .-, K — 1. It is assumed that the source has no direct
link with the destination and the information propagates through
K hops before arriving at its destination (D). For convenience,
we assume that in hop k, there are Ny, relays clustered relatively
close together (location-based clustering) forming cluster k and
it is selected by a long-term routing process for establishing a
communication between the source and the destination.

Let us define a 1 x K vector N = [Ny N, --- Nk] to repre-
sent the number of relays involved in each cluster. It is noticed
that with the last hop, the number of nodes in the cluster is only
one for any given networks, i.e., Ng = 1.

The node in the kth hop with the highest SNR will become
the next sender of the next hop. To that effect, we state that a
number of algorithms have been proposed in the literature for
performing this task [32]. With this mechanism, all candidate
nodes of the next hop do not need to exchange or feedback ei-
ther global or local state information. The node with the shortest
timer transmits first and thus becomes the transmitter of the next
hop, while the other nodes discard the packets after receiving
this node’s transmission.

It is assumed that all channels between the nodes experi-
ence slow, flat, Rayleigh fading, i.e., they are constant during a
frame but change independently to the next. Moreover, we con-
sider full decoding of the information at the intermediate nodes,
which is also called re-generative or decode-and-forward (DF)
relaying in various contexts. Due to Rayleigh fading, the channel
powers of all channels in the kth hop, denoted by oy ; = |hx;|?
where 7 = 1,.--, Ng, are independent and exponential ran-
dom variables. We also denote A ; as the expected value of
ay i Since the clustering algorithms based on node geograph-
ical proximity [28]-[31] are employed, this system model en-
sures that all links in one hop have the same average channel
power, i.e., A, ; = A foralli, k = 1,---, K. To take into ac-
count the effect of path-loss, we exploit the relationship between
the variance of the channel fading coefficient and the inter-node
distance, i.e., \y = Cod; " where dy is the distance from the
transmit node in cluster k£ — 1 to all nodes in cluster k, 7 is
the path loss exponent of the wireless channels and Cy cap-
tures the effects due to antenna gain, shadowing, etc. [15], [33].
The average transmit powers for the source and the relays in
K hops are denoted by pg, k = 1,2,-- -, K, respectively. Each
relay node is equipped with single antenna and operates in half-
duplex mode. Due to the haft-duplex constraint, each relay node
must transmit on separate channels. Hence, for medium access,
a time-division channel allocation scheme with K time slots is
occupied in order to realize orthogonal channelization. Thus no
inter-relay interference is considered in the signal model. It is
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assumed that the channel state information (CSI) is only known
at the receiving nodes.

HI. PERFORMANCE ANALYSIS
A. End-to-End SNR

Consider the kth hop with N, receiving nodes and yz; as the
received signal at node ¢, then we have

Yk, = hg,is +np g, Vi€ [1, Ni] ey
where hy; is a zero-mean complex Gaussian random vari-
able with a Rayleigh-distributed amplitude and a uniformly dis-
tributed phase angle, s is the complex baseband transmitted sig-
nal and ng ; is a zero-mean complex Gaussian random variable
representing the additive white Gaussian noise (AWGN) with
variance Ny which is the one-sided power spectral.
The node with maximum gain will serve as the sender for the
next hop, i.e., hop k + 1. Thus, (1) becomes
Uk = his + iy 2
where hy, is the corresponding channel response with maximum
|hk’i§2. Since yx; = pro,; is an independent and identically
distributed (i.i.d.) exponential random variable (3, = 7 for
all i), the PDF of 8, = |hs|2 =

[34, p. 246, (7-14)] as follows

max v can be defined
t=lyeee, Ny

N, _ _ Ng-1
=55 (13
k

- 2o

ip=1
With fixed DF relaying, the relay can forward incorrectly de-
coded signals to the next hop. Hence, according to [35] and
[36], the overall system outage is dominated by the weakest hop.
Consequently, the multihop channel can be modeled as an equiv-
alent single hop whose output SNR can be tightly approximated
as follows

_ ey
T,

3)

4)

min .
Jc:l,m,Kﬁk

Yeq =
Under the assumption that the hops are subject to independent

fading, order statistics gives the cumulative distribution function
(CDF) of 7y, as

Fy,(v)=1=Pr[B >, Bk >1]
K
=1- [~ Fa() )
k=1

where Fg, (v) = Pr(Bx < +) is the corresponding CDF of 3
obtained by integrating (3) between 0 and -y and applying (3.1.7)
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of [37], we have

Fp, (V)fogk (v) dy = %(_1)%—1(1:5)(1 =

ik
Yk

=1
Ny ,
ik — 1)k~ Ny —%,cl
_:L‘: 1<k>_ikz_:l( 1) 1<ik>e
I TS 1( ) ©)
b=l

Hence, the joint PDF of ~y,, for K hops is given by differen-
tiating (5)

K
Zfﬁk H 1_F51('Y

j=1
Tk

f"f‘eq (7)

Substituting (3) and (6) into (7) and after some tedious ma-
nipulations, the PDF of 7., can be determined as follows
Appendix A

K Ni . Ny 4p  — B
Fra) = % { S (R e

j=1 li;=1
J#k
K K | N y
=S I | S Eni)Ee®| ®
kel g1 | dg=1 T
J#k
Nj . _13’1‘
(-0 ()e
Lj:l K
Ny Nk
= -y kxe X
=1 ix=1

where & = (~1)FE b [T, (F) and x = 50, £

Note that for the last hop (the K'th hop), i.e., Nx = 1 for any
given networks, (8) is reduced to
Ni -1
Frea(?) = Z > mwxe )
21 =1 ’LK 1= =1

—KH14+3K -, K- v - 1
where £ = (_1) MR Hv:l (21,) and x = Tk +
K—1 4,
Zk}:l "_Y_k‘
From (4), we can see that the end-to-end SNR at the des-
tination can be expressed under min { max ,} form,
k1o K iz, Ny,

),

which is essential to establish the fact that the worst link among
K hops will constitute the bottle-neck in the network and that
the link of the last hop plays a more important role than do the
links between the other hops. In addition, (9) is in a mathemat-
ically tractable form and hence can be conveniently used to de-
rive the exact closed-form expressions for the average SER and
average BER of the system.
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B. Outage Probability

The outage probability P, is defined as the probability that
the output SNR ~,, of the equivalent single hop falls below a
certain predetermined threshold SNR, ~:;. Hence, the outage
probability of the system can be obtained by integrating the PDF
of veq as P,.

Yth
Py = Pr(veq < 1n) = /0 Jreg(7) dv

Ny NK 1
- Z Z 1 — e"’YthX) (10)
11=1 ik—1=1

To confirm, consider the conventional dual-hop transmission

where N = [N; N3] = [1 1]. Then, from (10), we have
Ny No
P=3° 3% om0 (1) [ el +—z>}
11=119=1
=1— —Yth + )

which is in agreement with the previous known results [35] or
[38, (28)], as expected.

C. Symbol Error Rate

In this paper, we consider only the SER for M-QAM (M =
4™ m = 1,2,---) owing to space constraints. However, the
closed-form expression of SER for other modulation schemes
(e.g., M-phase shift keying (PSK), M-pulse amplitude modu-
lation (PAM) and M -ary rectangular QAM) can be obtained in
the same manner [39], [33]. In particular, the SER for M-QAM
in the AWGN channel is given in [33, p. 278, (5.279)] as

Py(e|v) = 20Q (va7) - P*Q* (V) (1

where p = 2(1 — 1/VM), ¢ = 3logy M/(M — 1),
Qx) = Oﬂ/2 exp[—2?/(2sin®0)] df is the Gaussian
Q- funcnon deﬁned in [22, p. 85, (4.2)] and Q3%*(x) =
(7121 fgo) ] exp[—22/(2sin? §)] df is also defined in [22, p. 88,
The symbol error rate for M-QAM in slow and flat Rayleigh

fading channel can be derived by averaging the error rate for the
AWGN channel over the PDF of the SNR in Rayleigh fading.

Pye) = / Py (e 17) frny (7) dy (12)
0

where P;(e|) is the error rate conditioned on . By substitut-
ing (9) into (12) and using moment generating function (MGF)
approach [22], the closed form expression of SER for the sys-
tem can be evaluated with the help of [22, p. 151, (5A.11), and
(5A.12)] as

9 /2 29
2p sin
Ny Ng_1 T ‘Of sin20+qx—1/2 de
P, = E U Z K /4

=1 ig—1=1 _Qf f sin@ de

T sin204-gx—! ;2 13)
— e KD
i1=1  ix_1=1 . (1 — %tan 2:;(—1
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D. Bit Error Rate

The BER of the system over Rayleigh fading channels for
M-QAM (M = 4™, m = 1,2, - - -) with Gray mapping can be
given as [40]

Rlog, VM v

/ S dherie (VB frug () d

o J=1

(14)

n._
(1_ _J)\/— 1, wg = 2k+1)23log2Mand¢i:

eM—2)
(l)lw_lJ (27 1 [% + %J)/(\/Mlogz \/J\_/I) Further-

more, we define |- | and erfc(-) as the floor and complementary
error function [22, p. 121, (4A.6)], respectively. By substitut-
ing (9) into (14) and integrating with respect to y, we obtain the
closed-form expression for BER as follows

where v; =

n
Z -
= n=0 |i1=1 iK— 1—1 1+wnX

(15)

At high SNR regime, i.e. x ! — oo and applying (1 —z)" =

1 — nz for small z [37, p. 14, (3.5.8)], (15) can be approximated
as follows

log,vVM v; N Ng-1 1 -1
DIPNPIR ZW”"|1“(1+ ;) }
n=0 | i1=1 ig_1=1 WnX™
log2\/_ vy Ng_1
Z Z Z > mx (16)
= t1=1 ig_1=1

By using the result obtained in the Appendix B, (16) can be
rewritten as follows

log, VM v, ' K

SHoD Ll an
=1 n—O Wn =
where §( Ny) is defined as
_ 1, fOI‘Nk =1
O(Ne) = { 0, for Ny > 1. (%)

With §( Ny ) as in (18), we recognize that in (17) for two spe-
cial cases: i) N = 1 for all £ and ii) Ny > 1 for all k in range
1 <k < K. Itis straightforward to arrive at

<2:5(N’c <
k=1

Substituting (19) into (17) gives us a lower and an upper
bound for P, as follows

7k

19

Qlll_\

Pl<P <P/ (20)
where
logzm vy ¢7 K 1
prU on —
DD I D Dt (21a)
j=1 n=0 k=1
logo, VM v; ;
Pl == P (21b)
TK =1 n=o Wn,
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It can be seen that the performance of the system operating
with at least two nodes in each cluster will converge to that of
the last hop and will not depend on any intermediate hops, i.e.
neither average channel powers nor the number of hops between
the source and the destination. In addition, it is clearly seen that
our proposed protocol shows better performance as compared to
conventional multihop transmission (Ny = 1 for all k) as well
as direct transmission (K = 1 and N = Ng = 1).

E. Probability of SNR Gain

The definition of the probability of SNR gain for dual-hop re-
laying reported in [41] motivates the study of the probability of
SNR gain of a multihop system as compared to that of a single-
hop system in this subsection. Such a SNR gain offers us an ex-
plicit view of the advantage achieved by multihop system with
partial relay selection. Mathematically speaking, the probabil-
ity of SNR gain achieved by the proposed protocol over direct
transmission or over a conventional multihop system is defined
as follows [41]

Q2 pr {h>u}
Yo

oo

- /Pr {’qu < :U’YOI’YO = ’Y} f’YO (7) d’)’

/ Fy (0y) fro () dy (22)
0

where p is the pre-determined SNR gain that we wish to obtain
and o denotes the instantaneous received SNR at the destina-
tion in a single-hop system and F),,_(7) is the corresponding
CDF of .4 obtained by integration of (9) between 0 and ~ as

Ng-1

/f’yz dv—z Y k(1—eT)

111 ’LK11

’qu

(23)

By substituting (23) into (22), we can obtain the probability
of SNR gain for the system as

0 N1 NK 1
Q0= Z Z 1 _ e—u’vx) /70 dy
0 'Ll 1 ‘LK 1= =1 70
Ng-1
SED> @
e el T+ Joux +70ux

where 7o = E(vo).
As a special case, i.e., conventional DF multihop Ny = 1 for
all k, the probability of SNR gain can be reduced as follows

1
Q= . (25)
1+ 5ou S, 7t

E Spectral Efficiency

Spectral efficiency is one of the important information met-
rics of the system. Here, the achievable spectral efficiency of
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Fig. 2. Outage probability for MNPRS (v, = 5 for all k) and for CMH
(N = 1 for all k), y;5, = 5 dB.

the system can be obtained by the average of the instantaneous
spectral efficiency over the fading distribution as follows

1
C = E’yeq [_Ing (1 + 'qu)]

Ng_1
Kln 5 Z > keXT(0,x) (26)
11 1 ’LK 1= 1
where I'(a,z) = [ t*~'e~'dt is an incomplete Gamma func-

tion [37, p. 260, (6.5.3)].

IV. NUMERICAL RESULTS AND DISCUSSION

In this section, we provide some simulation results of the sys-
tem performance and verify these results with our derived for-
mulas. For ease of exposition, we consider a linear network con-
sisting of multiple clusters, each of which has an arbitrary num-
ber of nodes. For a fair comparison with direct transmission, the
overall distance of all hops has to be one, i.e. Zszl dip = 1.
Without loss of generality, we assume Cy = 1 throughout this
section and n = 3 for all resuits in Figs. 2-6, 8, and 9. It is
noted that no latency in DF processing at each relay node is as-
sumed. However, in practice, the latency should be taken into
account as it positively limits the actual number of hops used for
the multihop relaying system.

In Figs. 2-4, we study the outage probability, the average SER
and the average BER of the system as functions of average SNR
when each cluster is equidistant from each other (d, = 1/K
forall k, k = 1,-- -, K) and equal power allocation is exploited
(pr = p/K forall k, k = 1,---, K) where p is the total trans-
mit power of the system and is also the transmit power of the
source in case of direct transmission. In addition, we compare
the performance of the proposed protocol (denoted as multihop
network with partial relay selection (MNPRS)) with that of the
conventional multihop network (CMN) N, = 1 for all k. For
all the values of SNRs, the performance of our proposed sys-
tem is better than that of the others. It is obvious that the per-
formance of the proposed system with the improvement of the
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Fig. 4. Average BER (16-QAM) for MNPRS (N, = 5 for all k) and for

CMN (N;, = 1 for all k).

Table 1. Network topologies for Fig. 6.

| Network | Network topologies
1 N=[111111]
2 N=[115121]
3 N =[214521]
4 N =[253481]

outage probability, the average SER or the average BER is pro-
portional to the number of hops (K) under the assumption of
no-delay at the relays. For example, at the target outage prob-
ability of 102 (Fig. 2), our proposed protocol (MNPRS) with
three hops (K = 3) outperforms CMN with transmit power gain
of about 5 dB. All results obtained from the analysis as well as
the simulations are in excellent agreement. In Fig. 4, we also
compare two expressions for average BER of square M-QAM,
i.e., (15) and (17). It can be seen that the results obtained from
the approximation expression match those obtained at a high
SNR. However, there is a small difference between the results
obtained for two cases at a low-SNR (< 10dB) because the con-
dition for approximation in (16) is not satisfied.
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Average BER
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Fig. 5. Average BER (4-QAM) vs. number of relays in each cluster (Ng),
SNR =20dB.
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Fig. 6. Average BER for different network topologies (4-QAM).

In Figs. 5 and 6, we study the relationship of average BER
with number of relays in each cluster (V) and number of hops
(K) for MNPRS. Again, the performance enhancements for the
end-to-end bit error rate of the system are very significant due to
multihop relaying and spatial relay selection. In Fig. 5, we can
see that the more the number of hops, the better is the perfor-
mance achieved. Moreover, with our attenuation channel model,
we benefit by increasing the number of hops because the error
probability associated with the last hop over the distance 1/K
will be proportional to K. Consequently, our protocol can pro-
vide a good trade-off between system performance and spectral
efficiency. Moreover, Fig. 5 also shows that the performance of
MNPRS operating with at least two relays in each cluster does
depend neither on the number of relays in each cluster nor on
the average channel powers of the channels in each cluster ex-
cept the last hop. Therefore, our proposed protocol can diminish
the decoding error retransmission in fixed DF relaying which is
the main drawbacks induced by the relays and limits the per-
formance of multihop transmission. In Fig. 6, the average BER
of the system with 6 hops is investigated for four kinds of net-
works whose topologies are given in Table 1. It can be seen that
among them, network 1 (CMN) gives the most inferior perfor-



BAO AND KONG: PERFORMANCE ANALYSIS OF DECODE-AND-FORWARD...

Probability of SNR gain (Q)

Fig. 7. Probability of SNR gain for two networks CMN and MNPRS.

mance, network 4 gives the best performance, and the perfor-
mance qualities of the others lie in between. Network 1 and
network 4 are the two extremes of the system performance cal-
culated by (21a) and (21b), respectively. Obviously, they could
be treated as upper bounds and lower bounds for the average
BER of the system. These bounds are very useful in case we
would like to estimate the system performance of the proposed
protocol when the number of nodes in each cluster is generally
unknown and varying due to the mobility of relays. Observing
the slope of the curses in Figs. 2-4, it is evident that our pro-
posed protocol attains diversity only of order one. This can be
verified by rewriting (21b) as follows [42]

Pl = (Geyk) ™ @7)
where G and G4 denote the coding and diversity gain, respec-
tively, given by

v Mlog,v/
G, = _M’ (28a)
loga, v M vj qﬁ%
h 2wn
=1 n=0
Gy=1. (28b)

In Fig. 7, we draw the probability of the SNR gain achiev-
able by MNPRS in different communication environments, 7.
In comparing the probabilities of SNR gain for different values
of 7, it can be seen that our proposed protocol outperforms the
conventional DF multihop system in all the operating ranges of
SNRs. The results also show that the SNR gain significantly in-
creases in poor communication environments, i.e., 7 > 2. The
spectral efficiency for the MNPRS system is also illustrated in
Fig. 8. We can see that the more number of hops the system uses,
the lower is the spectral efficiency of the system achieved.

Up to this point, we have not taken into account bandwidth
efficiency, which is an important factor for evaluating the perfor-
mance of the system beside outage probability, the SER or the
BER. It is evident that increasing the number of hops reduces
the bandwidth efficiency of the system. Obviously, there is a
trade-off between the advantages offered by path loss savings
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Fig. 8. Spectral efficiency for MNPRS.
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Fig. 9. BER vs. average SNR subject to fixed bandwidth efficiency and
total transmit power.

and spatial relay selection and the bandwidth efficiency of the
system. Thus, for a fair comparison, the bandwidth efficiency
of the system will be fixed (Figs. 9 and 10). In order to achieve
this, the system must use a modulation technique whose spectral
efficiency is proportional to that of the modulation technique for
the direct transmission with respect to number of hops (K) to
maintain the same bandwidth efficiency, i.e., 4X-QAM is used
for the K-hop system where K =1,2, - -.

Fig. 9 represents the average BERs versus average SNR per
bit in dB when K varies from 1 to 6 with = 3. It can be seen
that our proposed protocol does not always outperform direct
transmission under constraint of fixed total transmit power and
bandwidth efficiency. In particular, only the system with two,
three and four hops can have advantages over direct transmis-
sion. In addition, the average BER of the system with K = 2
and K = 3 is nearly same in high SNR regime. Thus, we can
conclude that under certain environments (77), the system with
an appropriate number of hops achieves better performance as
compared with that of direct transmission. This gives rise to the
following question: What is the optimal number of hops for the
proposed protocol under a specific environment, i.e. a predeter-
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Fig. 10. BER vs. number of hops for different pass loss exponents at 20
dB.

mined value of path-loss exponent? In Fig. 10, the relationship
between the average BER and the number of hops for each value
of the pass-loss exponent is investigated to find the answer for
this question. The optimal number of hops for the system is the
value that minimizes the average BER performance. It can be
seen that the average BER is minimized at K = 1, 2, 3, and 4
corresponding to n = 2, 3, 4, and 5, respectively. The results
reveal that the environment significantly affects the performance
of the proposed protocol. It is obvious that the system perfor-
mance reduces because the advantages offered by relay selection
and multihop relaying cannot compensate for the bandwidth ef-
ficiency loss incurred by utilizing higher number of hops. More-
over, it should be noted that the curves in Fig. 10 have the form
of a convex function, which means that the optimal value of K
is unique for each 7. In summary, the optimal number of hops
gives us a useful insight from a practical viewpoint in multihop
network design subject to fixed power and bandwidth efficiency.

V. CONCLUSION

We propose a cluster-based multihop transmission protocol
with partial relay selection for overcoming the disadvantages of
conventional multihop transmission and fixed DF relaying. The
proposed model exploits the advantages of multihop transmis-
sion (path loss gain) and partial relay selection (spatial diver-
sity). This form of protocol is especially applicable to multihop
packet relaying network with minimal impact to existing serial
relaying transmission. In addition, we have derived closed-form
expressions of the outage probability, average SER, and average
BER for M-QAM and verified the analysis results by carrying
out various performance evaluation tests. The simulation results
are in excellent agreement with the derived expressions. Upper
and lower bounds for the average BER of the system are defined
for evaluating the system flexibility. Analysis of this relaying
protocol reveals an interesting result: At a high SNR, the per-
formance of a system with at least two nodes in each cluster
depends only on the channel power of the last hop and not on
the number of hops or the average channel power between inter-
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mediate hops.
APPENDICES
1. AN EXAMPLE OF THE PDF FOR THE CASE OF
TWO HOPS

With N = [N; N3] = [2 2], from (9), we have

2 2
f'qu('Y) = Z fﬁk(’)/) H [1 - F.Bj ('7)]
=1 j=1
J#k

2\N1 _o 2\ 2 _2zy 2\ _a 2\ —_z
-0z #0) - ()#
2N1 _x f2\2 _=
()3 ()5

2
(—1-4—-1—)8_7 %%)_(
2 1

where k= (1)1 +2=2(2)(2) and x = & + 2.

II. THE PROOF FOR THE (16)
From the binomial theorem [37], we know that

(1—2)N = i (iv ) (=1)iat.

=0

3B.1)

Differentiating both sides of (B.1) with respect to x, we obtain

Y (N
— )Vt = —1)i "ttt B.2
Nt =3 () e ®2
Evaluating (B.2) at z = 1 yields
N
i-1. _J 1, N=1
21 "{ 0, N>1 (B.3)

=1

where 0° = 1.
Substituting (B.3) into (16) for each pair of (N, ix), we can
get the desired result in (17).
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