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Abstract

The causal network represents the knowledge related to the dependency relationship between all attributes. If the causal
network is available, the dependency relationship can be employed to estimate the missing values for improving the
estimation performance. However, the previous method had a limitation in that it did not consider the bidirectional
characteristic of the causal network. The proposed method considers the bidirectional characteristic by applying prior and
posterior conditions, so that it outperforms the previous method.

1. Introduction

Most nominal datasets encountered in practice contain
missing values [1, 2]. Attribute values unobserved from
various causes are often indicated by blanks or ‘?’. Many
methods to estimate missing values have been researched
[2, 3, 4, 5]: among them, probability-based estimations are
the most widely used.

We use an example data to explain the probability-
based method. Figure 1 contains 45 patterns with four
nominal attributes; s(steal), e(earthquake), a(alarm) and
c(call). Xi = [Xi(s), Xi(e), Xi(a), Xi(c)]T represent i-th
pattern (1 ≤ i ≤ 45), and each nominal attribute has a
value of (T)rue or (F)alse; i.e., X1(a = T) denotes that
X1’s value for ‘alarm’ attribute is T. Let us suppose that
five values for the attribute a were missing; in Fig. 2(a),
X7,X22,X30,X37,X41 have missing values symbolized with
‘?’. The notation of X7(a=?) denotes that the value a for
X7 is missing. To deal with X7(a=?), the probability-based
estimation calculates a marginal probability table (MPT).
Given number of patterns (n) and number of the miss-
ing patterns (β), the probability of Xi(a=T), denoted by
P(Xi(a=T)), is calculated by:

P (Xi(a = T)) =
1
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n− β

n∑
k=1

I(Xk(a = T))

=
1

45− 5

45∑
k=1

I(Xk(a = T)) =
17

40
= 0.425

(1)

where I(·) function returns 1.0 when Xk’s value for
‘alarm’ is T; otherwise; it returns 0.0. From Eq. 2, we
see that 17 patterns have Xi(a=T), and P(Xi(a=T)) equals
to 0.425; similarly, P(Xi(a=F)) equals to 0.575 (=23/40).
We can compute the marginal probability table for other
attributes (s, e and c) similarly, shown in Fig. 2(b). A
MPT-based estimation imputes the missing values based
on the marginal probability table(Fig 2.(b)). Thus, in the
MPT-based estimation, X7(a=?) is finally estimated to be
F, since X7(a=F) has a higher probability than X7(a=T);
P(X7(a=F))=0.575 > P(X7(a=T))=0.425. Similarly, all
other missing values of a are estimated to be F. We find
that two of the five missing patterns were incorrectly esti-
mated, since X7 and X22 have a value of T in the original
data (Fig. 1).

Marco et al. used the dependency relationship be-
tween attributes to improve estimation performance, when
a causal network is available for the attributes [6]. In the
causal network of Fig. 3(a), we see that a is influenced by
its two parents (e and s). By employing the parents (or prior
conditions), Marco et al. improved the estimation perfor-
mance. This method is termed CPT (conditional probabil-
ity table) based estimation (or prior condition based esti-
mation). To deal with X22(a=?), we need to construct the
CPT, considering s and e, which are parents of a, to esti-
mate the missing values of a. For example, the probability
of Xi(a=T) under the prior conditions (s=F and e=T) is cal-
culated by:
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No s e a c
X1 F T F T
X2 F T F F
X3 F F F F
X4 F F F T
X5 F F F F
X6 F F F F
X7 T T T T
X8 T T T F
X9 F T T T
X10 F T F F
X11 F F F F
X12 F T F F
X13 F T F F
X14 F T T T
X15 F F F T

No s e a c
X16 F F F F
X17 T T T T
X18 T T T T
X19 T F F F
X20 F T T T
X21 F T T T
X22 F T T T
X23 T T T T
X24 F F F F
X25 F F F F
X26 F F T F
X27 F F F F
X28 F F F F
X29 T T T T
X30 F F F F

No s e a c
X31 F T T F
X32 F T T T
X33 F F F F
X34 T F F F
X35 F T F T
X36 F F T T
X37 F T F F
X38 F F T F
X39 F T T T
X40 T T T T
X41 F F F T
X42 F F F T
X43 F F T T
X44 F F F F
X45 T F F F

1 An example original dataset of 45 patterns with four nominal attributes.

(a) Five patterns have missing values for the attribute ‘alarm’; (b) a marginal probability table of the four
attributes

P (Xi(a = T)|Xi(s = F), Xi(e = T))

=
1

2

m

n∑
k=1

I(Xk(a = T )|Xk(s = F), Xk(e = T))

=
8

15
= 0.533 (2)

where m(=15) is the number of patterns correspond-
ing to the given prior conditions (s=F and e=T). I(·) func-
tion returns 1.0 when Xk’s value for ‘alarm’ is T under the
two conditions; otherwise; it returns 0.0. We see that eight
patterns have Xi(a=T), and P(Xi(a=T)|Xi(s=F), Xi(e=T))
equals to 0.533; similarly P(Xi(a=F)|Xi(s=F), Xi(e=T))
equals to 0.467. Fig. 3(b) represents the CPT of a. Thus,
X22(a=?) is estimated by T, since P(X22(a=T)) has a higher
probability than P(X22(a=F)) under the prior conditions;
P(X22(a=T))=0.533 > P(X22(a=F))=0.467. We find that
one of the five missing patterns, X37, is still incorrectly es-
timated.

2. Proposed Methods

In this study, we extend the CPT-based estimation us-
ing the bidirectional characteristic of causal networks. The
bidirectional characteristic means that a event is influenced
by prior conditions and influences to posterior conditions.
Fig. 4 shows an illustration for this concept, which repre-
sents the causal network for dependencies between a recent
visit to Korea and the chances of dyspnoea (shortness-of-
breath). Let us suppose that some missing values were oc-

curred in Lung cancer and we try to estimate them. Under
this case, Lung cancer is influenced by the prior condition
(Smoking) and influences to the posterior condition (Abnor-
mality in Chest). Thus, the estimation for missing values in
Lung cancer can be improved by exploiting both prior and
posterior conditions together.

Similarly, we can see from Fig. 5 that ‘alarm’(a) is in-
fluenced by prior conditions (‘steal’ and ‘earthquake’) and
influences to the posterior condition (‘call’). Thus, it is
possible to improve the estimation of missing values of a
by considering the two-types of conditions. However, to
our knowledge, few research considers the posterior con-
dition being used to estimate the missing values. There-
fore, we proposed a method to consider the posterior con-
dition to estimate the missing values with the prior condi-
tions simultaneously. The proposed method is termed E-
CPT(Extended CPT) based estimation.

First, we examine the case that considers only the pos-
terior condition to estimate the missing values (Fig. 5(b);
Let us assume that the a has one child with no parent). To
estimate the missing values of a, we need to construct the
probability table of a considering the posterior condition
c. The probability of Xi(a=T) under the posterior condi-
tion(c=T) is calculated by:

P (Xi(a = T)|Xi(c = T))

=
1

m

n∑
k=1

I(Xk(a = T)|Xk(c = T))

=
15

21
= 0.714 (3)

Fig.

Fig.
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CPT of the alarm attribute

s e P(Xi(a=T)) P(Xi(a=F))

T T 1.000 0.000

T F 0.000 1.000

F T 0.533 0.467

F F 0.150 0.850

s

a c

e

(b)(a)

3 (a) a causal network of dependency relationship between attributes; (b) a conditional probability table of the
alarm attribute

4 Causal Network for the Asia data set

where m(=22) is the number of patterns correspond-
ing to the given posterior condition. 15 patterns have
Xi(a=T) under c=T, and P(Xi(a=T)|Xi(c=T)) equals to
0.714; similarly P(Xi(a=F)|Xi(c=T)) equals to 0.286.
From Fig. 6(a), X7(a=?) is estimated as T, since X7(a=T)
has a higher probability than X7(a=F) under the poste-
rior condition; P(X7(a=T))=0.714 > P(X7(a=F))=0.286.
X30(a=?) is estimated as F under c=F; P(X30(a=T))=0.167
< P(X30(a=F))=0.833. We find that one of the five miss-
ing patterns is incorrectly estimated; X41 is estimated as
T, although it is F in the original data. We can find that
the estimation result that considers the posterior conditions
performs similarly to that of the typical CPT based estima-
tion.

The proposed E-CPT based method improves the esti-
mation performance of the missing values by considering
both prior and posterior conditions. In the example data,
a has three conditions that consist of the two prior condi-
tions(parents; s and e) and one posterior condition(child; c).
We need to construct the E-CPT of a considering all condi-
tions(s, e and c) to estimate the missing values at the a. For
example, P(Xi(a=T)) under the conditions (s=F, e=T, and
c=T) is calculated by:

P (Xi(a = T)|Xi(s = F), Xi(e = T), Xi(c = T))

=
1

m

n∑
k=1

I(Xk(a = T)|Xk(s = F), Xk(e = T), Xk(c = T))

=
7

9
= 0.778 (4)

Nine (m=9) patterns correspond to the given con-
ditions, seven of which have Xi(a=T). Therefore,
P(Xi(a=T)|Xi(s=F), Xi(e=T), Xi(c=T)) equals to 0.778.
Fig. 6(b) shows the E-CPT of a. Therefore,
X22(a=?) is estimated as T, under the three conditions;
P(X22(a=T))=0.778 > P(X22(a=F))=0.222. X7(a=?) is
estimated as T, since X7(a=T) has a higher probability
than X7(a=F), under the conditions (s=T, e=T, and c=T);
P(X7(a=T))=1.000 > P(X7(a=F))=0.000. Finally, we can
state that no incorrect estimation result appears in the ex-
ample data.

3. Results

3.1 Experimental Results
To show the effectiveness of the proposed method, we

compared the E-CPT based method with the MPT and CPT
based imputation methods and KNN imputation method

Fig.

Fig.
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5 The bidirectional characteristic of the causal Network. The solid lines represents prior condition based estima-
tion (or CPT based estimation); the dotted line represents posterior condition based estimation.

Condition P(Xi(a=T)) P(Xi(a=F))

c=T 0.714 0.286

c=F 0.167 0.833

Condition P(Xi(a=T)) P(Xi(a=F))

s=T e=T c=T 1.000 0.000

. . . . .

s=F e=T c=T 0.778 0.222

. . . . .

(a)

(b)

6 (a) Probabilities of Xi(a=T) and Xi(a=F) using a posterior condition; (b) the extended version of CPT for the
alarm attribute under three conditions

where K = 3, 5. We experimented with two data sets; Car
Start data and Asia data. These data are available on the
BayesiaLab web site at http://www.bayesia.com. The Car
Start data set has 10,000 patterns with 18 attributes. The
Asia data set has 10,000 patterns with eight attributes (Fig.
4). We randomly create from 5% to 35%, at 5% incre-
ments, missing values. We evaluate the average estimation
performance after 30 repetitions at each missing rate. The
estimation accuracy were assessed using the ratio of the
number of correctly estimated data to the total number of
missing data. A higher value of accuracy shows a better
estimation.

Fig. 7 represents the performance of the three meth-
ods for the Asia data set. At the 15% missing rate,
MPT based estimation has 76.2% performance compared
to CPT’s 81%. The proposed method exhibits the best per-
formance by 84.5%. Overall, the MPT based estimation
exhibits the worst performance of 76% among the proba-
bility based imputation, regardless of the missing rate. The
CPT based estimation exhibits about 79% ∼ 81% and im-
proves by about 3%∼ 5% compared to MPT based estima-
tion. The proposed method exhibits the best performance
with 82% ∼ 85% and improves about 6% ∼ 9% compared
to MPT based estimation. On the other hand, the KNN
imputation method shows similar accuracy with the pro-
posed method at the lower missing rates, especially at the
5% missing rate. However, as the missing rate is increased,
the performance is significantly decreased. Fig. 8 repre-

sents the performances of the all methods for the Car Start
data. At the 15% missing rate, MPT based estimation ex-
hibits 89.5% performance, CPT based estimation exhibits
93% of performance and the proposed method has the best
performance, of 95.5%. Overall, MPT based estimation ex-
hibits the worst performance at 89%. CPT based estimation
exhibits about 92% and improves by about 3% performance
compared to MPT based estimation. The KNN methods in-
ducts similar results at the Asia data. Although the KNN
inducts better performance at the 5% missing rate, the per-
formance is significantly decreased as increasing the miss-
ing rate. The proposed method improves performance by
5% ∼ 7%; it exhibits the best performance of about 95%.

We analyze the estimation performance of the two spe-
cific attributes; Bronchitis, which has one child and one
parent, and Smoking, which has only one child with no par-
ent(Fig. 9). For Bronchitis, MPT based estimation exhibits
the worst performance of about 56.4%. CPT based estima-
tion improves estimation by considering Smoking, which is
the parent of Bronchitis, with 64.9%. Notably, the best es-
timation performance is induced by the proposed method
with 85.1% performance, since two conditions, Smoking
and Dyspnea which is the child of the Bronchitis, are em-
ployed to estimate the missing values. For Smoking, MPT
based estimation exhibits about 53.5% performance and
CPT based estimation exhibits about 52.9% performance.
There is no difference in the estimation performances of the
two estimations, since Smoking has no parent. However, by

Fig.

Fig.
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7 The performance comparison of the three estimation methods for the Asia data

8 The performance comparison of the three estimation methods for the Car Start data

considering the child of the Smoking, the performance of
the proposed method is improved to 65.8%.

3.2 Analysis

We have showed that employing both the prior and pos-
terior conditions is helpful to improve the estimation per-
formance despite the causal relationship was broken. It
supports that the causal relationship can be employed al-
ternatively depending on the problem domain. The esti-
mation problem of the missing value does not need to em-
ploy the causal relationship, in this case using only prior
condition, but employ the both conditions[7]. There are
several reasons at the improvement of the estimation per-
formance when employing the both conditions: The first,
the attributes having the causal relationship are not inde-
pendent each other. Therefore, they have high value of the
joint probability distribution and it helps to improve the es-
timation performance. The second, the likelihood equiva-
lent property can be adjustable for estimating the missing
value of the specific attributes. Estimation method employs
the part of the causal network directly related to the specific
attributes. In this case, the attributes are helpful to improve
the estimation performance if they have the causal relation-
ship whether they are parents or children[7].

4. Discussion

In this paper, we demonstrated that E-CPT based miss-
ing values estimation outperforms previous methods, such
as CPT based estimation, since E-CPT based estimation
considers the bidirectional characteristic of the causal Net-
work. Finally, we can see that both the prior and the poste-
rior conditions are available to improve the estimation per-
formance for the missing values.
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