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#### Abstract

. we investigate the $n$-fold convolution of the uniform distributions. First, we are concerned with the explicit distribution function of the partial sum $\zeta_{n}$ when the random variables are independent and has identically uniform distribution, next, we determine the $n$-fold convolution distribution of $\zeta_{n}$ when the identically distributed condition is not satisfied.
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## 1. Introduction

The sum $\zeta_{n}$ of $n$ mutually independent random variables $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ plays an important role in many fields ; information theory, insurance mathematics, economics, engineering and medical applications, etc. [2,4,5,7,9]. In information theory, entropy is the measure of the amount of information that is missing before reception and is sometimes referred to as Shannon entropy $[1,4]$. Shannon entropy is a broad and general concept which finds applications in information theory. It was originally devised by Claude Shannon in 1948 to study the amount of information in a transmitted message [1]. The entropy of the probability density $p(x)$ is defined by

$$
\begin{equation*}
\int_{-\infty}^{\infty} p(x) \log [p(x)]^{-1} d x \tag{1}
\end{equation*}
$$

Uniform distribution has maximum entropy among all distributions of continuous type with finite support [4].
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Mathematically, a convolution is defined as the integral over all space of one function $f_{1}$ at $u$ times another function $f_{2}$ at $x-u$. The integration is taken over the variable $u$, typically from minus infinity to infinity over all the dimensions. So the convolution is a function $f_{1} * f_{2}$ of a new variable $x$, as shown in the following equation

$$
\begin{equation*}
f_{1} * f_{2}(x)=\int_{-\infty}^{\infty} f_{1}(u) f_{2}(x-u) d u \tag{2}
\end{equation*}
$$

Let $F_{1}$ and $F_{2}$ be two distribution functions, then

$$
\begin{equation*}
G_{2}^{*}(x)=\int_{-\infty}^{\infty} F_{1}(x-u) d F_{2}(u) \tag{3}
\end{equation*}
$$

is also a distribution function. Equation (3) defines an associative and commutative operation, and the result distribution is called the convolution of $F_{1}$ and $F_{2}$, and we write the equation (3) in the symbolic form $G_{2}^{*}=F_{1} * F_{2}$. If one of the $F_{1}$ and $F_{2}$ is absolutely continuous, then $G_{2}^{*}$ is also absolutely continuous and if we let $F_{1}{ }^{\prime}(x)=f_{1}(x)$ and $F_{2}{ }^{\prime}(x)=f_{2}(x)$, then $G_{2}^{*}{ }^{\prime}(x)=f_{1} * f_{2}(x)$, and write also $g_{2}^{*}=f_{1} * f_{2}$.

Let $F_{i}$ and $f_{i}$ denote the distribution function and the density function of the summand $\xi_{i}, i=1,2, \cdots, n$ and let $G_{n}^{*}$ be the distribution function of the partial sum $\zeta_{n}=\xi_{1}+\cdots+\xi_{n}$. Then the $G_{n}^{*}(x)$ equals the $n$-fold convolution $F_{1} * F_{2} * \cdots * F_{n}(x)$ and $g_{n}^{*}(x)=f_{1} * f_{2} \cdots * f_{n}(x)$.

In this paper, we investigate the $n$-fold convolution of the uniform distributions. First, we are concerned with the explicit distribution function of $\zeta_{n}$ when the random variables are independent and has identically uniform distribution, next, we determine the $n$-fold convolution distribution of $\zeta_{n}$ when the identically distributed condition is not satisfied.

## 2. When $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ are independent and identically distributed

Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent and identically distributed random variables with the common distribution function $F$ and probability density function $f$. Then the distribution function of the sum $\zeta_{n}$ is the $n$-fold convolution of itself $F$ such as

$$
\begin{equation*}
F^{n *}(x)=F^{(n-1) *} * F(x) \quad(n \geq 2) \tag{4}
\end{equation*}
$$

where $F^{1 *}(x)=F(x)$ and its probability density function is

$$
\begin{equation*}
f^{n *}(x)=f^{(n-1) *} * f(x) \quad(n \geq 2) \tag{5}
\end{equation*}
$$

where $f^{1 *}(x)=f(x)$.
Suppose that the random variables $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ have the uniform distribution on $(\alpha, \beta), \beta>\alpha$, that is, the common probability density function is given by

$$
\begin{equation*}
f(x)=\frac{1}{\beta-\alpha} I_{(\alpha, \beta)}(x), \tag{6}
\end{equation*}
$$

where $I_{U}(x)$ is 1 for $x \in U$ and 0 otherwise. Then the sum $\zeta_{2}=\xi_{1}+\xi_{2}$ have a symmetric triangle distribution and its density function is

$$
\begin{equation*}
f^{2 *}(x)=\frac{x-2 \alpha}{(\beta-\alpha)^{2}} I_{(2 \alpha, \alpha+\beta)}(x)+\frac{2 \beta-x}{(\beta-\alpha)^{2}} I_{(\alpha+\beta, 2 \beta)}(x) \tag{7}
\end{equation*}
$$

By Renyi [8] the density function of the sum of $n$ mutually independent random variables with uniform distribution on $(-1,1)$ is

$$
\begin{equation*}
\frac{1}{2} \sum_{j=0}^{\left[\frac{n+u}{2}\right]}(-1)^{j} \frac{n}{j!(n-j)!}\left(\frac{n+u}{2}-j\right)^{n-1} I_{(-n, n)}(u) \tag{8}
\end{equation*}
$$

where $[u]$ is the largest integer less than or equal to $u$. Taking $x=(-\alpha+\beta) u / 2+$ $(\alpha+\beta) n / 2$, it is possible to gain the probability density function $f^{n *}$ of the sum $\zeta_{n}$ as following ;

$$
\begin{equation*}
f^{n *}(x)=\frac{1}{\beta-\alpha} \sum_{j=0}^{\tau}(-1)^{j} \frac{n}{j!(n-j)!}\left(\frac{x-n \alpha}{\beta-\alpha}-j\right)^{n-1} I_{(n \alpha, n \beta)}(x) \tag{9}
\end{equation*}
$$

where $\tau$ is a function of $n, x, \alpha$ and $\beta$ which is the largest integer less than or equal to $(x-n \alpha) /(\beta-\alpha)$. The distribution function of $\zeta_{n}$ is obtained by

$$
\begin{equation*}
F^{n *}(x)=\int_{0}^{x} f^{n *}(t) d t I_{(n \alpha, n \beta)}(x)+I_{[n \beta, \infty)}(x) \tag{10}
\end{equation*}
$$

So we have the following theorem.
Theorem 1. The distribution function of the sum of $n$ mutually independent random variables with uniform distribution on $(\alpha, \beta)$ is

$$
\begin{equation*}
F^{n *}(x)=\sum_{j=0}^{\tau}(-1)^{j} \frac{1}{j!(n-j)!}\left(\frac{x-n \alpha}{\beta-\alpha}-j\right)^{n} I_{(n \alpha, n \beta)}(x)+I_{[n \beta, \infty)}(x) \tag{11}
\end{equation*}
$$

where $\tau$ is a function of $n, x, \alpha$ and $\beta$ which is the largest integer less than or equal to $(x-n \alpha) /(\beta-\alpha)$.

Proof. The proof follows immediately from the equations (9) and (10).

## 3. When $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ are independent but not identically distributed

Let $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent uniformly distributed random variables with $\xi_{i} \sim U\left(\alpha_{i}, \beta_{i}\right), \beta_{i}>\alpha_{i}, i=1,2, \cdots, n$ and let $F_{i}$ and $f_{i}$ the distribution function and the density function of $\xi_{i}, i=1,2, \cdots, n$, respectively. Then the random variable $\xi_{i}-\alpha_{i}$ has the uniform distribution on $\left(0, \ell_{i}\right), \ell_{i}=\beta_{i}-\alpha_{i}, i=1,2, \cdots, n$ and independent property. We determine the explicit form of the distribution of the partial sum $\zeta_{n}=\xi_{1}+\cdots+\xi_{n}$ throughout the distribution of $\zeta_{n}-\left(\alpha_{1}+\right.$ $\left.\alpha_{2}+\cdots+\alpha_{n}\right)$.

Let $\mathbf{W}_{n}$ be the set of all $n$-tuples of elements of $\{0,1\}$ with the standard definitions of addition and scalar multiplication. Then $\mathbf{W}_{n}$ is a subspace of the $n$-dimensional Euclidean vector space $\mathbb{R}^{n}$. Let $S_{p}$ be the set of all scalar products between $\mathbf{w}_{n} \in \mathbf{W}_{n}$ and $\mathbf{t}_{n} \in \mathbb{R}^{n}$, that is,

$$
\begin{equation*}
S_{p}=\left\{<\mathbf{w}_{n}, \mathbf{t}_{n}>\mid \mathbf{w}_{n} \in \mathbf{W}_{n}, \mathbf{t}_{n} \in \mathbb{R}^{n}\right\} \tag{12}
\end{equation*}
$$

where $<\cdot, \cdot>$ is the scalar product on $\mathbb{R}^{n}$ and let for any given $\alpha_{i}, \beta_{i}, i=$ $1,2, \cdots, n$

$$
\begin{equation*}
S=\left\{w_{1} \ell_{1}+w_{2} \ell_{2}+\cdots+w_{n} \ell_{n} \mid w_{i} \in\{0,1\}, i=1,2, \cdots, n\right\} \subset S_{p} \tag{13}
\end{equation*}
$$

where $\ell_{i}=\beta_{i}-\alpha_{i}, i=1,2, \cdots, n$. Then $S$ has the $2^{n}$ values $0, \ell_{1}, \ell_{2}, \cdots, \ell_{1}+$ $\cdots+\ell_{n}$. We obtain the rearrangement set $S=\left\{s_{n 1}, s_{n 2}, \cdots, s_{n 2^{n}}\right\}$ with $s_{n 1}(=$ $0) \leq s_{n 2} \leq \cdots \leq s_{n 2^{n}}\left(=\ell_{1}+\ell_{2}+\cdots+\ell_{n}\right.$, say $\left.L_{n}\right)$

For any $x \in \mathbb{R}^{1}$ we define

$$
\begin{equation*}
\tau_{n}^{+}=\max \left\{j \mid x-s_{n j}>0 \text { and } s_{n j} \in S \text { for } j=1,2, \cdots, 2^{n}\right\} \tag{14}
\end{equation*}
$$

Then the $\tau_{n}^{+}$is the number of index $j$ with $x-s_{n j}>0, j=1,2, \cdots, 2^{n}$. Now we know that for any $\alpha_{i}, \beta_{i},\left(\beta_{i}-\alpha_{i}>0, i=1,2, \cdots, n\right)$ and index $j, j=$ $1,2, \cdots, 2^{n}$ there exist a vector $\mathbf{w}_{n}=\left(w_{1}, w_{2}, \cdots, w_{n}\right) \in \mathbf{W}_{n}$ such that

$$
\begin{equation*}
s_{n j}=w_{1} \ell_{1}+w_{2} \ell_{2}+\cdots+w_{n} \ell_{n} \quad\left(j=1,2, \cdots, 2^{n}\right) \tag{15}
\end{equation*}
$$

In this time, for any given index $j$ we let $\mathbf{w}_{n j}$ be the vector $\mathbf{w}_{n}$ which is satisfied the following condition

$$
\begin{equation*}
s_{n j}=<\mathbf{w}_{n},\left(\ell_{1}, \cdots, \ell_{n}\right)> \tag{16}
\end{equation*}
$$

where $<\cdot, \cdot>$ is the scalar product on $\mathbb{R}^{n}$.
For example, If $n=2$ and $\max \left\{\ell_{1}, \ell_{2}\right\}<x<\ell_{1}+\ell_{2}\left(=L_{2}\right)$, then

$$
\begin{align*}
& \tau_{2}^{+}=3 \\
& \mathbf{w}_{21}=(0,0), \mathbf{w}_{22}=\left(0, \ell_{2}\right), \mathbf{w}_{23}=\left(\ell_{1}, 0\right) \quad\left(\text { if } \ell_{2}<\ell_{1}\right)  \tag{17}\\
& s_{21}=0, s_{22}=\min \left\{\ell_{1}, \ell_{2}\right\}, s_{23}=\max \left\{\ell_{1}, \ell_{2}\right\}
\end{align*}
$$

and the distribution function $G_{2}(x)$ of $\zeta_{2}-A_{2}$ is

$$
\begin{equation*}
P\left(\zeta_{2}-A_{2} \leq x\right)=\int_{-\infty}^{\infty} F_{1}\left(x_{1}-x_{2}\right) d F_{2}\left(x_{2}\right) \tag{18}
\end{equation*}
$$

where $F_{i}$ is the distribution function of $\xi_{i}-\alpha_{i}, i=1,2$ and $A_{2}=\alpha_{1}+\alpha_{2}$.
Thus we have the following lemma.
Lemma 1. Let the random variables $\xi_{1}, \xi_{2}$ be independent and uniformly distributed on $\left(0, \ell_{i}\right), \ell_{i}>0, i=1,2$. Then the distribution function $G_{2}^{*}$ of the sum $\zeta_{2}=\xi_{1}+\xi_{2}$ is

$$
\begin{equation*}
G_{2}^{*}(x)=\frac{1}{2 \ell_{1} \ell_{2}} \sum_{j=1}^{\tau_{2}^{+}}(-1)^{\left\|\mathbf{w}_{2 j}\right\|}\left(x-s_{j}\right)^{2} I_{\left(0, L_{2}\right)}(x)+I_{\left[L_{2}, \infty\right)}(x) \tag{19}
\end{equation*}
$$

where $\tau_{2}^{+}$is defined by equation (14) and $\|\cdot\|$ is the norm of the vector.
Proof. The convolution $G_{2}^{*}$ of $F_{1}$ and $F_{2}$ is represented by

$$
\begin{equation*}
G_{2}^{*}(x)=\iint_{x_{1}+x_{2} \leq x} d F_{1}\left(x_{1}\right) d F_{2}\left(x_{2}\right) . \tag{20}
\end{equation*}
$$

By integrating (20) we obtain

$$
G_{2}^{*}(x)=\left\{\begin{array}{l}
0, \quad x<0  \tag{21}\\
\frac{1}{2 \ell_{1} \ell_{2}} x^{2}, \quad 0 \leq x<m_{2} \\
\frac{1}{2 \ell_{1} \ell_{2}}\left\{x^{2}-\left(x-m_{2}\right)^{2}\right\}, \quad m_{2} \leq x<M_{2} \\
1-\frac{1}{2 \ell_{1} \ell_{2}}\left(L_{2}-x\right)^{2}, \quad M_{2} \leq x<L_{2} \\
1, \quad x \geq L_{2}
\end{array}\right.
$$

where $m_{2}=\min \left\{\ell_{1}, \ell_{2}\right\}, M_{2}=\max \left\{\ell_{1}, \ell_{2}\right\}$. Since

$$
\begin{equation*}
1-\frac{1}{2 \ell_{1} \ell_{2}}\left(L_{2}-x\right)^{2}=\frac{1}{2 \ell_{1} \ell_{2}}\left\{x^{2}-\left(x-m_{2}\right)^{2}-\left(x-M_{2}\right)^{2}\right\} \tag{22}
\end{equation*}
$$

we know that for $0<x<L_{2}$

$$
\begin{equation*}
G_{2}^{*}(x)=\frac{1}{2 \ell_{1} \ell_{2}} \sum_{j=1}^{\tau_{2}^{+}}(-1)^{\left\|\mathbf{w}_{2 j}\right\|}\left(x-s_{j}\right)^{2} I_{\left(0, L_{2}\right)}(x) \tag{23}
\end{equation*}
$$

which completes the proof.

Lemma 2. Under the conditions of Lemma 1, the distribution function $G_{2}^{*}$ of the sum $\zeta_{2}=\xi_{1}+\xi_{2}$ is

$$
\begin{equation*}
G_{2}^{*}(x)=\frac{1}{2 \ell_{1} \ell_{2}} \sum_{j=1}^{\tau_{2}^{+}}(-1)^{\left\|\mathbf{w}_{2 j}\right\|}\left(x-s_{j}\right)^{2} I_{(0, \infty)}(x) \tag{24}
\end{equation*}
$$

Proof. If $x \geq L_{2}$, then the number $\tau_{2}^{+}=4$. By equation (22) we have

$$
\begin{align*}
G_{2}^{*}(x) & =\frac{1}{2 \ell_{1} \ell_{2}} \sum_{j=1}^{4}(-1)^{\left\|\mathbf{w}_{2 j}\right\|}\left(x-s_{j}\right)^{2}  \tag{25}\\
& =\int_{0}^{\ell_{2}} \int_{0}^{\ell_{1}} f_{1}\left(x_{1}\right) f_{2}\left(x_{2}\right) d x_{1} d x_{2}=1 .
\end{align*}
$$

Hence from Lemma 1 we obtain the result in lemma.

Theorem 2. Let the random variables $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent and uniformly distributed on $\left(0, \ell_{i}\right), \ell_{i}>0, i=1,2, \cdots, n$. Then the distribution function $G_{n}^{*}$ of the sum $\zeta_{n}=\xi_{1}+\xi_{2}+\cdots+\xi_{n}$ is

$$
\begin{equation*}
G_{n}^{*}(x)=\frac{1}{n!\prod_{i=1}^{n} \ell_{i}} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x-s_{j}\right)^{n} I_{(0, \infty)}(x) \tag{26}
\end{equation*}
$$

where $\tau_{n}^{+}$is defined by equation (14) and $s_{j}\left(j=1,2, \cdots, \tau_{n}^{+}\right)$is the combination form with respect to $\ell_{i}(i=1,2, \cdots, n)$.

Proof. It is trivial for $x \leq 0$. If $x \geq L_{n}\left(=\ell_{1}+\cdots+\ell_{n}, n \geq 2\right)$, then the distribution function $G_{n}^{*}(x)$ is the integral of $n$-fold convolution of the density functions $f_{1}, f_{2}, \cdots$ and $f_{n}$ over $\mathbb{R}^{1}$;

$$
\begin{equation*}
G_{k+1}^{*}(x)=\int_{\mathbb{R}^{1}} f_{1} * f_{2} * \cdots * f_{n}(u) d u \tag{27}
\end{equation*}
$$

Since $f_{1} * f_{2} * \cdots * f_{n}$ is a density function, the distribution function $G_{n}^{*}(x)$ is equal to 1 .

For $0<x<L_{n}$ the proof will be performed by mathematical induction with respect to $n$. For $n=2$, we obtain the result in lemma 2. Suppose that the equation (26) is true for any positive integer $k(k \leq n)$ and $g_{k}^{*}$ denote the density function of $\zeta_{k}$. Then the distribution function $G_{k+1}^{*}$ of $\zeta_{k+1}$ is obtained by convolution of $G_{k}^{*}$ and $F_{k}$ such as

$$
\begin{equation*}
G_{k+1}^{*}(x)=\int_{\mathbb{R}^{1}} G_{k}^{*}\left(x-x_{k+1}\right) d F_{k+1}\left(x_{k+1}\right) \quad\left(0<x<L_{k+1}\right) \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{k+1}^{*}(x)=\frac{d}{d x} G_{k+1}^{*}(x) \quad\left(0<x<L_{k+1}\right) \tag{29}
\end{equation*}
$$

Since

$$
\begin{equation*}
G_{k+1}^{*}(x)=\frac{1}{\ell_{k+1}} \int_{0}^{\ell_{k+1}} G_{k}^{*}\left(x-x_{k+1}\right) d x_{k+1} \tag{30}
\end{equation*}
$$

the density function of $\zeta_{k+1}$ is

$$
\begin{align*}
g_{k+1}^{*}(x) & =\frac{1}{\ell_{k+1}}\left[G_{k}^{*}(x)-G_{k}^{*}\left(x-\ell_{k+1}\right)\right] \\
& =\frac{1}{k!\prod_{i=1}^{k+1} \ell_{i}}\left[\sum_{j=1}^{\tau_{k}^{+}}(-1)^{\left\|\mathbf{w}_{k j}\right\|}\left(x-s_{k j}\right)^{k}-\left(x-\ell_{k+1}-s_{k j}\right)^{k}\right]  \tag{31}\\
& =\frac{1}{k!\prod_{i=1}^{k+1} \ell_{i}} \sum_{j=1}^{\tau_{k+1}^{+}}(-1)^{\left\|\mathbf{w}_{(k+1) j}\right\|}\left(x-s_{(k+1) j}\right)^{k} \quad\left(0<x<L_{k+1}\right) .
\end{align*}
$$

and 0 otherwise. Thus we have the distribution function

$$
\begin{equation*}
G_{k+1}^{*}(x)=\frac{1}{(k+1)!\prod_{i=1}^{k+1} \ell_{i}} \sum_{j=1}^{\tau_{k+1}^{+}}(-1)^{\left\|\mathbf{w}_{(k+1) j}\right\|}\left(x-s_{(k+1) j}\right)^{k+1} I_{\left(0, L_{k+1}\right)} \tag{32}
\end{equation*}
$$

which completes the proof.

Corollary 1. Under the conditions of Theorem 2, the density function $g_{n}^{*}$ of the sum $\zeta_{n}$ is

$$
\begin{equation*}
g_{n}^{*}(x)=\frac{1}{(n-1)!\prod_{i=1}^{n} \ell_{i}} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x-s_{j}\right)^{n-1} I_{\left(0, L_{n}\right)}(x) \tag{33}
\end{equation*}
$$

where $L_{n}=\sum_{i=1}^{n} \ell_{i}$.
Proof. Since for $0<x<L_{n}$

$$
\begin{equation*}
G_{n}^{*}(x)=\frac{1}{n!\prod_{i=1}^{n} \ell_{i}} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x-s_{j}\right)^{n} \tag{34}
\end{equation*}
$$

and $G_{n}^{*}{ }^{\prime}(x)=g_{n}(x)$, the density function is

$$
\begin{equation*}
g_{n}^{*}(x)=\frac{1}{(n-1)!\prod_{i=1}^{n} \ell_{i}} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x-s_{j}\right)^{n-1} \tag{35}
\end{equation*}
$$

And also since $G_{n}^{*}(x)=1$ for $x \geq L_{n}$, we obtain the result in corollary.

Theorem 3. Let the random variables $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ be independent and uniformly distributed on $\left(\alpha_{i}, \beta_{i}\right)$ with $\beta_{i}-\alpha_{i}>0, i=1,2, \cdots, n$. Then the density function $h_{n}^{*}$ of the sum $\zeta_{n}=\xi_{1}+\xi_{2}+\cdots+\xi_{n}$ is

$$
\begin{equation*}
h_{n}^{*}(x)=\frac{1}{(n-1)!\prod_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right)} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x+A_{n}-s_{j}\right)^{n-1} I_{\left(A_{n}, B_{n}\right)}(x) \tag{36}
\end{equation*}
$$

where $A_{n}=\sum_{i=1}^{n} \alpha_{i}, B_{n}=\sum_{i=1}^{n} \beta_{i}$ and $s_{j}\left(j=1,2, \cdots, \tau_{n}^{+}\right)$is the combination form with respect to $\beta_{i}-\alpha_{i}(i=1,2, \cdots, n)$.

Proof. Let $\nu_{i}=\xi_{i}-\alpha_{i}, i=1,2, \cdots, n$. Then $\nu_{i}$ has the uniform distribution with the support $\left(0, \ell_{i}\right), \ell_{i}=\beta_{i}-\alpha_{i}, i=1,2, \cdots, n$ and mutually independent property between their. By corollary 1 the sum $\sum_{i=1}^{n} \nu_{n}=\zeta_{n}-A_{n}$ has the density function $g_{n}^{*}(u)$ with support $\left(0, L_{n}\right)$, where $L_{n}=\sum_{i=1}^{n} \ell_{i}$. Letting $x=$ $u-A_{n}$, the density function $h_{n}^{*}$ has the support $\left(A_{n}, B_{n}\right)$, where $A_{n}=\sum_{i=1}^{n} \alpha_{i}$ and $B_{n}=\sum_{i=1}^{n} \beta_{i}$. By transformation method we obtain easily the result in theorem.

Corollary 2. Under the conditions of Theorem 3, the distribution function $H_{n}^{*}$ of the sum $\zeta_{n}$ is

$$
\begin{equation*}
H_{n}^{*}(x)=\frac{1}{n!\prod_{i=1}^{n}\left(\beta_{j}-\alpha_{j}\right)} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x+A_{n}-s_{j}\right)^{n} I_{\left(A_{n}, \infty\right)}(x) \tag{37}
\end{equation*}
$$

Proof. For any given $x$

$$
\begin{equation*}
H_{n}^{*}(x)=\int_{-\infty}^{x} h_{n}(u) d u \tag{38}
\end{equation*}
$$

Since $h_{n}(x)=0$ for $x \leq A_{n}$, the distribution function is

$$
\begin{equation*}
H_{n}^{*}(x)=\int_{A_{n}}^{x} h_{n}(u) d u I_{\left(A_{n}, B_{n}\right)}(x)+I_{\left[B_{n}, \infty\right)}(x) \tag{39}
\end{equation*}
$$

But if $x \geq B_{n}$, then $\tau_{n}^{+}=2^{n}$. Since

$$
\begin{equation*}
\frac{1}{n!\prod_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right)} \sum_{j=1}^{2^{n}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x+A_{n}-s_{j}\right)^{n}=1 \tag{40}
\end{equation*}
$$

so we have

$$
\begin{equation*}
H_{n}^{*}(x)=\frac{1}{n!\prod_{i=1}^{n}\left(\beta_{i}-\alpha_{i}\right)} \sum_{j=1}^{\tau_{n}^{+}}(-1)^{\left\|\mathbf{w}_{n j}\right\|}\left(x+A_{n}-s_{j}\right)^{n} I_{\left(A_{n}, B_{n}\right)}(x)+I_{\left[B_{n}, \infty\right)} \tag{41}
\end{equation*}
$$

Thus the proof is complete.
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