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The multiconfiguration molecular mechanics (MCMM) algorithm was used to generate potential and vibrationally 
adiabatic energy surfaces for excited-state tautomerization in the 1:1 7-azaindole:H2O complex. Electronic structures 
and energies for reactant, product, transition state were computed at the CIS/6-31G(d,p) level of theory. The potential 
and vibrationally adiabatic energies along the reaction coordinate were generated step by step by using 16 high-level 
Shepard points, which were computed at the CIS/6-31G(d,p) level. This study shows that the MCMM method was 
applied successfully to make quite reasonable potential and adiabatic energy curves for the excited-state double proton 
transfer reaction. No stable intermediates are present in the potential energy curve along the reaction coordinate of the 
excited-state double proton transfer in the 1:1 7-azaindole:H2O complex, indicating that these two protons are transferred 
concertedly. The change in the bond distances along the reaction coordinate shows that two protons move very asyn-
chronously to make an H3O+-like moiety at the transition state.
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Introduction

Proton transfer is one of the  primary processes involved in 
many chemical and biological reactions. Multiple proton trans-
fer plays important role to numerous processes of biological im-
portance including enzymatic reactions and transport pheno-
mena in biological membranes. In particular, tautomerization 
through bridging hydrogen bonds in the 7-azaindole (7AI) sys-
tem is an interesting biological model that has been studied ex-
tensively both experimentally and theoretically. Kasha et al. stu-
died 7AI as a model for hydrogen bonding in DNA base pairs.1 
7AI has an N-H bond and a heteroaromatic N atom as hydrogen 
bond donor and acceptor site, respectively, and the normal form 
becomes unstable with respect to the tautomer form in the S1 
state.2,3 The monomer species of 7AI is capable of excited state 
double proton transfer (ESDPT) from the five-membered ring 
(donor site) to the six-membered ring (acceptor site) in a variety 
of environments, including a gas phase as well as solvent clus-
ters when assisted by solvent molecules. Huang et al.4 studied 
the 1:1 7AI:water complex in the first excited state in cold beams 
and reported a fluorescence lifetime of 8 ns, which implies that 
the tautomerization rate constant of ESDPT cannot be larger 
than approximately 107 s-1. However, no direct observation of 
ESDPT in this complex has yet been made.

In addition to the experimental observations in the gas phase, 
tautomerization in 7AI has also been observed in the condensed 
phase in alcohol or water solutions.5-8 The tautomerization of 
7AI in alcohols has been discussed in terms of a two step pro-
cesses.9-12 The first step involves solvent reorganization to form 
a cyclically hydrogen-bonded 7AI-alcohol complex; the second 
step, intrinsic double proton transfer. Arrhenius activation ener-
gies of tautomerization were very similar to those associated 
with the solvent viscosity,11 which implies that solvent motion 
controls the reaction. If this motion was rate-limiting, no signifi-
cant kinetic isotope effect (KIE) would be expected. However, 

KIEs for excited-state tautomerization were observed in the 
7AI complexes with various alcohols.6,9,11 Moogs et al.11 sug-
gested that both solvent reorganization and the intrinsic proton 
transfer step determine the reaction rate, and Chen et al.6 sug-
gested that two protons are transferred concertedly in the intrin-
sic double proton transfer step based on the observed rates and 
KIEs satisfying the rule of geometric mean (RGM). However, 
the mechanism of ESDPT in water remains unclear. Chou et al.13 
measured rates and KIEs for ESDPT of the 1:1 3-cyano-7AI: 
water complex to clarify the mechanism of 7AI in water. These 
authors and others5,10,13,14 suggested that a fast excited-state 
equilibrium between 1:1 cyclic hydrogen-bonded complex and 
randomly hydrated complexes is established and followed by 
proton transfer that may be governed by a tunneling mechanism. 
Chen et al.6 observed the breakdown of the RGM in water and 
suggested the stepwise ESDPT mechanism. However theore-
tical studies suggested the concerted mechanism. Chaban and 
co-workers2,3 studied the ground and excited state tautomeriza-
tion processes in 7AI with and without mediating solvent using 
ab initio calculations. They used a CASSCF procedure with 
multireference second-order perturbation theory (MCQDPT2) 
to include dynamic electron correlation and calculate energetics 
and intrinsic reaction coordinates for the hydrogen transfer pro-
cess in the ground and first excited states of the 7AI and the 7AI- 
H2O complexes. They demonstrated that the dynamic electron 
correlation and additional water molecule dramatically reduced 
the activation barrier. Furthermore, they showed that the ESDPT 
in the 7AI-H2O complex occurs via a concerted process. 

Very recently, Kina et al.15 performed ab initio molecular dy-
namics (AIMD) simulations for the 7AI-H2O complex; they 
showed that the ESDPT occurs at t = ~50 fs after the photoex-
citation in the gas phase via a concerted and asynchronous pro-
cess. They also presented the AIMD simulation including the 
surrounding water molecules by effective fragment potential 
and suggested that the ESDPT takes places asynchronously in 
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both the gas phase and in solution. The mechanism was not al-
tered by the solvent effect. In the trajectory of the AIMD simula-
tions, the O-H proton moves first to the 6-membered ring fol-
lowed by movement of the N-H proton from the 5-membered 
ring to water. However, the TS structures obtained by Chaban 
et al.2 and Kina et al.15 suggest that the N-H proton from the 5- 
membered ring moves first, and the water proton follows. The 
AIMD trajectory was far from the intrinsic reaction coordinate 
that might be one of the high-energy reaction paths, thus further 
investigation is required. Asynchronous multiple proton trans-
fers in other reactions have been reported previously.16-21

Tautomerization involves transfer of a light (H) atom between 
heavy (N and O) atoms, so quantum mechanical tunneling is ex-
pected to have a significant impact on the reaction rate. How-
ever, the HH/DD KIEs in aqueous solution5,6 do not provide a 
clear evidence for significant tunneling. To interpret these KIE 
values correctly, a global potential energy surfaces for the ex-
cited state and a dynamics theory that can handle multidimen-
sional tunneling in large molecular systems are required. An 
accurate estimate of the potential energy surface is required to 
investigate the asynchronicity of double proton transfer and 
reaction dynamics in detail, but these are extremely difficult 
for excited state reactions. Therefore, theoretical studies of ex-
cited-state reaction dynamics, including quantum mechanical 
tunneling, are very rare. Recently multiconfiguration molecular 
mechanics (MCMM) has been introduced to generate multidi-
mensional potential energy surface.22 This algorithm can be re-
garded as a dual-level scheme that uses molecular mechanics 
potential functions as the lower level and electronic structure 
theory as the higher level. This method was applied well to the 
proton-transfer reactions in hydrogen bonded systems since 
these reactions can be expressed well by a double-well potential 
function.23 In this study, we will show that the potential energy 
surface of the ESDPT in the 1:1 7AI:water complex can be gen-
erated reasonably well by using the MCMM algorithm. One can 
calculate rate constants by the canonical variational transition 
state theory including tunneling approximation, and the quality 
of rate constants depend on the level of quantum mechanical 
theory.

Computational Methods

Details of the multiconfiguration molecular mechanics (MC-
MM) algorithm have been described elsewhere in detail;22  
therefore, only a brief description of each method employed will 
be given here. In the MCMM formalism, the reactive system can 
be defined by using several valence bond configurations or, 
more generally, diabatic configurations corresponding to each 
of the minima on the potential energy surface. Each configur-
ation can be described by a molecular mechanics potential, 

)(11 qV and )(22 qV , which is correct in the vicinity of the well.  
For a geometry q far from the minima the energy can be ex-
pressed in terms of the two diabatic configurations by solving 
the secular equation:

0
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where the term )(12 qV  is called the resonance energy function 
or resonance integral, and V denotes the lowest-energy eigen-
value of V. The element Vij of the matrix V may be considered to 
be the representation of the electronic Hamiltonian (including 
nuclear repulsion) in an electronically diabatic basis, and the 
eigenvalue V is the expectation value of the electronic Hamil-
tonian (including nuclear repulsion) for the lowest-energy elec-
tronically adiabatic state. This eigenvalue is given by
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Note that V tends to the energy V11 of configuration 1 (reac-
tants) or the energy V22 of configuration 2 (products) whenever 
the value of the resonance integral is negligible. The critical 
issue in the MCMM formulation is the calculation of that reso-
nance integral and its derivatives, since the V11 and V22 terms and 
their derivatives are extracted from the molecular mechanics 
force field. Note that V11 is generated using the connectivity (va-
lence structure) of reactants, and V22 is generated using the con-
nectivity of products.

From Eq. (1), V12(q) can be expressed as:
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Near the arbitrary geometry )(kq , each quantity on the right 
hand side of Eq. (3) can be expanded in Taylor’s series. Thus,
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Hessian matrix respectively of the reference point (note that if 
the reference geometry corresponds to a saddle point or local 
minimum (well) on the potential energy hypersurface, g )(k
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for n = 1, 2. Note that the quantities with superscript (k) are cons-
tants evaluated at the geometry )(kq  of each reference point, k, 
and therefore are independent of q. The quantities Vnn defined 
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in Eq. (6) and V12 );( kq  and its derivatives are functions depen-
dent on the geometry, q, as well as on the geometry of the refer-
ence point k. Substituting Eqs. (4) and (6) into (3), we obtain the 
following general form of the V12 term:
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Equation (8) provides an analytic expression for evaluating 
the resonance integral in the vicinity of a reference point. How-
ever, when dealing with a nuclear configuration far from the 
reference point k, the value V12 );( kq  given by Eq. (8) is unboun-
ded either positive or negative, and hence the value of V(q) given 
by Eq. (2) diverges. In this paper, we applied a modified version 
of a Shepard interpolation scheme24,25 previously applied direc-
tly to V(q). This method does not make any assumption, and it 
allows for systematic improvement as the number M of points k 
is increased.

The Shepard interpolation algorithm, in internal coordinates q, 
yields
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and );('12 kV q  is a modified quadratic function 
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We use a very small value of δ, 1 × 10–8 Eh
2 (where 1 Eh = 1 

hartree), so that Eq. (14) converges rapidly to 1 with increasing 
values of [V12 );( kq ]2. The constants )(kD , )(kb , and )(kC  are 
chosen such that Eq. (12) combined with Eq. (2) reproduces the 
expansion. The weighting function we are using is
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where kd )(q  denotes a generalized distance between q and 
q(k) defined as:
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where N' is less than or equal to the number N of internal coordi-
nates used in Eqs. (2)-(10).

The geometries of the reactant complex, product complex and 
TS in the excited electronic state were optimized at the CIS/6- 
31G(d,p) level using the GAUSSIAN03 quantum mechanical 
package.26 The potential energies along the reaction coordinate 
were generated step by step by using 16 high-level Shepard 
points, which were computed at the CIS/6-31G(d,p) level. The 
minimum energy path (MEP) was obtained in the mass-scaled 
coordinate by 1 amu. The MC-TINKERATE34 that interconnects 
POLYRATE35 and MC-TINKER36 program packages was used 
for the reaction coordinate calculations.

Results and Discussion

The optimized geometries for the reactant, product, and the 
transition state of the excited state at the CIS level using the 6- 
31G(d,p) and 6-31+G(d,p) basis sets were illustrated in Fig. 1. 
At the 6-31G(d,p) level, the O16-H18 distance at the TS is 1.09 Å, 
which is only 0.14 Å longer than its value at the reactant, 
whereas the N1-H10 bond distance is increased by 0.33 Å. The 
H10 moved more than half-way from N1 toward O16 atoms but 
the H18 atom moved very little, which generates a H3O+-like 
moiety at the TS. The O16-H18 distance of TS was nearly the 
same as that at the CASSCF(10,9)/DZP level,2 but the O16-H10 
distances was about 0.06 Å shorter. These results mean that 
the computed TS at the CIS level has stronger H3O+-like cha-
racter compared with that at the CASSCF level, which would 
generate larger ion-pair property in the TS. Chaban and Gordon2 
reported the TS structure in the ground state, where the H18 atom 
moved all the way to the N7 atom but the H10 moved only 0.14 Å, 
which makes a OH-like moiety. These results suggest that 7-AI 
is more basic and acidic than water in the ground and excited- 
state, respectively, so the N1-H10 bond in the excited-state be-
comes weak to be broken easily.

Barrier heights and reaction energies depending on theore-
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Table 1. Relative energies with respect to reactant in the ground and excited state and imaginary frequencies of the transition state for the double 
proton transfer

             Computational Method ∆V‡ (kcal/mol) ∆E (kcal/mol) Freq (cm‒1)

Ground State
B3LYP/6-31G(d,p) 20.8 9.35 1541i
B3LYP/6-31+G(d,p) 22.1 9.41 1456i
MP2/6-31G(d,p) 22.8 10.5 1507i
MP2/6-31+G(d,p) 23.9 10.3 1591i

Excited State
CIS/6-31G(d,p) 25.2 –17.7 1724i
CIS/6-31+G(d,p) 27.2 –15.6 1523i
TD-B3LYP/6-31G(d,p)//CIS/6-31G(d,p) 5.34 –20.6
TD-B3LYP/6-31+G(d,p)//CIS/6-31G(d,p) 8.34 –19.3
CASSCF(10,9)/6-31G(d,p)//CIS/6-31G(d,p) 19.2 –36.5
CASSCF(10,9)/DZP2 18.2 –31.8 1773i
MCQDPT2//CASSCF(10,9)/DZP2  9.8 –18.0

Table 2. Geometric parameters in Å for reactant and product optimized
at the CIS/6-31G(d,p) and modified MM3 levels

Reactant Product

 CIS MM3 CIS MM3

N1-C2 1.331 1.339 1.305 1.316
N1-C8 1.389 1.389 1.377 1.385
N7-C8 1.301 1.306 1.340 1.348
C6-N7 1.392 1.399 1.401 1.397
C8-C9 1.427 1.426 1.392 1.430
N1-H10 1.000 1.021 2.179 2.339
O16-H10 2.049 2.028 0.949 0.952
O16-H18 0.954 0.952 2.136 2.057
N7-H18 2.075 2.214 0.997 1.001

CIS
MM3
ClS

MM3

Figure 2. The superimposed structures of reactant and product opti-
mized at the CIS/6-31G(d,p) and MM3 levels.
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Figure 1. Selected bond distances in Å optimized at the CIS/6-31G(d,p)
and CIS/6-31+G(d,p) level (numbers in parenthesis) for Reactant, 
Transition State, and Product in the excited state.

tical levels are given in Table 1. In the ground state, the normal 
form (R) is lower in energy than the tautomer form (P), whereas, 
in the excited state, the normal form is higher in energy than the 
tautomer. Adding the diffuse functions on heavy atoms increa-
sed the barrier height both in the ground state and the excited 
state. Chaban and Gordon2 calculated the barrier heights at the 
CASSCF(10,9)/DZP and MCQDPT2 level, which were 18.20 
and 9.80 kcal/mol, respectively. They found that a water mole-
cule bridging the nitrogen atoms in 7-AI greatly reduced the bar-
rier. Time-dependent density functional theory slightly under-
estimates the barrier height in the excited state. The CIS and 
CASSCF methods tend to overestimate the energy barriers of 
the excited state, so the dynamic electron correlation should be 
included.

The main purpose in this paper is to show the applicability 
of the MCMM algorithm in the excited-state reactions rather 
than to make a highly accurate potential energy surface, so the 
CIS/6-31G(d,p) level would be good enough as the higher level 
in the MCMM. We have used the MM3 force field for the V11 
and V22 terms in Eq. (1), and defined several force field para-
meters for 7-azaindole that are missing. The new and modified 
parameters are listed in supplementary information. TINKER 
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Figure 3. The potential energy curves along the minimum energy path
calculated with the MCMM algorithm. The MCMMn denotes the po-
tential energy curve using n high-level Shepard points.
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Figure 5. Bond distances in angstrom along the reaction coordinate for
the double proton transfer of 7AI-H2O complex.

uses a variable-electronegativity self-consistent field (VESCF) 
treatment for conjugated π systems. The VESCF treatment is 
used to reoptimize the parameters for C atoms in the conjugated 
system. However, once the new set of parameters for a given 
geometry is calculated using the VESCF method, there is no 
consistent procedure for calculating the gradients and Hessians. 
If we calculate the derivatives numerically, the parameters 
will be reoptimized for each geometry, and even though the 
changes in the geometry are small, they are large enough so 
that the numerical and analytical derivatives are different. The 
way we fixed this problem was to redefine C atoms in conju-
gated π systems to a new atom type so that the VESCF calcul-
ation was not to be used. We defined an atom-type 20 for the C 
atoms in conjugated π systems. The structures for reactant and 
product optimized at the CIS and MM3 levels are depicted in 
Fig. 2, and geometric parameters are in Table 2. Hydrogen 
bond distances of N7-H18 for reactant, and N1-H10 for product 
were predicted slightly longer at the modified MM3 level than 
those at the CIS/6-61G(d,p) level. In general the structures opti-
mized using the modified MM3 parameters agree reasonably 

well with those at the CIS level.
The potential energies along the reaction coordinate are 

shown in Fig. 3. We have used 16 high-level Shepard points step 
by step to generate the final potential energy surface. The poten-
tial energy curve interpolated with only one high-level point, 
which is for the transition state, is shown by the dashed line. 
We chose two additional structures for the high-level points 
from the MEP of this surface using one high-level point. In the 
previous MCMM studies,22 the additional structures are chosen 
at the point 1/2 or 1/4 down from the top of the barrier in terms 
of energy. This method does not work in this study since it does 
not consider the shape of the existing surface. The MEP at the 
point 1/2 or 1/4 down from the top would be far from the MEP 
of the true surface, since this part of the surface is influenced 
more by the MM3 level of theory. These inaccurate points would 
be used continuously as reference points for the following MC-
MM calculations, which makes unavoidable errors in the final 
potential energy surfaces. Therefore one should analyze the 
shape of the potential surface carefully to choose good structures 
for the high-level points. 

We selected two structures at s = –0.005 and 0.2 bohr in the 
reactant and product side, respectively, from the interpolated 
surface using the single high-level point, as shown in Fig. 3. We 
have calculated energies, gradients, and Hessian using these 
structures at the CIS/6-31G(d,p) level, and added this infor-
mation to generate a new potential energy surface. The dotted 
line in Fig. 3, which is denoted by MCMM3, is the potential 
curve using three high-level points. Two additional structures 
at s = –0.2 and 0.4 are selected from the MEP of this potential 
surfaces, and energies, gradients, and Hessian are calculated for 
the additional high-level points. A new potential surface is ge-
nerated by the interpolation with these two additional points, 
and this procedure is repeated until 16 high-level points are add-
ed. The final 16 points are at s =0.0, –0.005, ±0.2, ±0.4, ±0.6, 
±0.8, ±1.0, ±1.2, +1.4, and +1.6 bohr. As one can see in Fig. 3, 
the interpolated potential energy curves started converging to 
the final potential surface after 9 points were added (MCMM9). 
No stable intermediates are present in the potential energy 
curve along the reaction coordinate of the ESDPT, indicating 
that these two protons are transferred concertedly.
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Vibrationally adiabatic ground state energies, which are the 
sum of the classical potential energy and the zero-point energies, 
are shown in Fig. 4. As we added more high-level points for the 
interpolation, the adiabatic energy curves in the product side 
converged quite rapidly, but not in the reactant side. The reac-
tant-side adiabatic energy curves were converged after 15 points 
were added. The interpolation seems to generate quite reason-
able adiabatic energy curves, although there are slight winds 
between points near the top of the barrier. This means that the 
gradients and Hessian at the MM3 level are not good enough 
to predict the correct frequencies by the interpolation. The fre-
quency seems more sensitive to this deficiency of the MM3 force 
field parameters than the potential energy.

The change in some bond distances along the reaction coor-
dinate are shown in Fig. 5, where the bond distances of N1-H10, 
O16-H10, O16-H18, and N7-H18 are presented. As the reaction pro-
ceeds from the reactant to product, the H10 atom starts moving 
rapidly at about s = –0.7 bohr from N1 in the 5-membered ring 
to O16 and the r(N1-H10) and r(O10-H10) values are crossed at 
about s = –0.2, whereas the H18 atom moves rather slowly from 
O16 to N7 in the 6-membered ring and the r(O16-H18) and r(N7- 
H18) values are crossed at about s = 0.5 bohr. The two protons 
in flight move very asynchronously. Kina et al.15 carried out ab 
initio MD simulations for the ESDPT in the 1:1 7-azaindole: 
water complex and reported that the two protons were trans-
ferred asynchronously and concertedly. Their results are consis-
tent with this study, except that the order of transferring protons 
is opposite. These authors reported that the H18 atom first moves 
from O16 to N7, followed by the H10 atom from N1 to O16. As a 
result, an OH-like moiety is formed at about 50 fs of the ab initio 
MD trajectory as presented in ref. 15, which is inconsistent with 
the fact that 7AI becomes acidic in the S1 state upon π-π* 
electronic excitation,37 and other high level electronic structure 
calculations.2 This study shows that the ESDPT in the 1:1 7- 
azaindole:water complex occurs asynchronously to make an 
H3O+-like moiety at the TS.

Conclusion

The MCMM algorithm was used to generate potential energy 
surfaces of the ESDPT in the 1:1 7-azaindole:water complex. 
High-level Shepard points calculated at the CIS/6-31G(d,p) 
level, were added step by step until a converged final potential 
energy surface was obtained. The interpolated potential energy 
curves started converging to the final potential surface after 9 
points were added, but the vibrationally adiabatic energy curves 
were converged after 15 points were added. This study shows 
that the MCMM method was applied successfully to make quite 
reasonable potential and adiabatic energy curves for the excited- 
state double proton transfer reaction.

No stable intermediates are present in the potential energy 
curve along the reaction coordinate of the ESDPT in the 1:1 
7-azaindole:water complex, indicating that these two protons 
are transferred concertedly. This study also shows that two pro-
tons move very asynchronously to make an H3O+-like moiety 
at the TS.
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