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An Analysis of Combining Methods in Cooperative Spectrum Sensing 
over Rayleigh Fading Channel 

Tran Thanh Truc․Hyung-Yun Kong 

Abstract

This paper evaluates the performance of two methods of spectrum sensing: the linear combining method and the 
selection combining method which is based on maximum SNR of sensing channel. We proposed a rule for global 
detection for the purpose of combating hidden terminal problems in spectrum sensing. Our analysis considers a 
situation when sensing channels experience the non-identically, independently distributed(n.i.d) Rayleigh fading. The 
average probabilities of global detection in these methods are derived and compared. In the scope of this paper, the 
reporting channels are assumed to be the AWGN channel with invariant and identical gain during the system’s opera-
tion. 
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Ⅰ. Introduction

Because free frequency band, new wireless communi-
cation technology must be more significantly effective 
than the existing licensed system in terms of spectrum 
usage. Recently, cognitive radio has been emerging as 
the key technology which is able to satisfy the strict 
requirements of spectrum efficiency[1]. This kind of sys-
tem works as a secondary user(SU) system to enable the 
coexistence with licensed users or primary users. Thus, 
a sensing technique is required in order to allow se-
condary user to be aware of PU in order to avoid harm-
ful interference. Due to multipath fading, vicinity and 
shadowing, detection operation is not always reliable[2]. 
Consequently, a cooperative model of sensing has been 
proposed as a method that can reduce error in making 
final decisions[3]. Detection operation is normally imple-
mented in two successive stages: sensing and reporting. 
In the sensing stage, every SU carries out spectrum sen-
sing individually. Then, in the reporting stage, observa-
tions of local sensing are reported to a common receiver 
(or fusion center) for making global decisions to de-
termine whether PU is present or absent.

There are several techniques on which cooperative 
spectrum sensing is based such as: linear combining[4], 
cluster division[5], and relay selection[6]. In [5], the re-
porting channel experiences Rayleigh fading, and the most 
favorable user with the largest reporting channel gain is 
selected to collect the results from other users. The se-

lected users have two functions: collecting observation 
signals from local and then making binary decisions to 
forward to a common receiver. In [6], the relay selection 
method has been investigated in the environment of i.i.d 
probability distribution of Rayleigh fading. In the sce-
nario of high SNRs fusion, [4] uses the linear com-
bining method to optimize the performance of detection. 

Relying on the model of [4] and [6], this paper con-
siders two cooperative sensing techniques: 1) linear 
combining local soft-decision, 2) and secondary users 
selection combining based on a maximum sensing cha-
nnel SNR in the environment of n.i.d Rayleigh fading. 
Hence, the probability density function(pdf) of the linear 
combining signal and SU selection methods are needed 
for calculation in a situation when this kind of fading 
occurs. We then propose a method to prevent the in-
correct decision from hidden terminal problem which is 
normally caused by multipath fading, shadowing and 
vicinity. 

Part Ⅱ of this paper gives the theoretical derivation for 
the analysis of spectrum sensing performance in the two 
mentioned cases and then demonstrates the proposed rule 
of detection. Part Ⅲ presents the Conclusion. Appen-
dices A, B, C support part Ⅱ.

Ⅱ. Theory 

2-1 System Model

The system(Method I in this paper) has been des-
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cribed by [4] in which the linear combining technique 
is employed(Fig. 1) in a condition of the high fusion 
SNR. In this paper, the sensing channel is a slow n.i.d 
Rayleigh fading channel with. 

In [4], the PU signal s(k) is modulated as the complex 
PSK signal and is identically and independently distri-
buted(i.i.d.) with zero mean and the variance of 2

ss ; sih
is the sensing channel gain, which is assumed to be 
constant during each cooperative spectrum sensing pe-
riod and experiences slow flat Rayleigh fading; noise in 
sensing channel is i.i.d and follows a circular, symme-
tric, complex Gaussian random variable with zero mean 
and variance of 

22 2/si s si nshg s s= . The local sensing SNR is 
22 2/si s si nshg s s=  

22 2/si s si nshg s s= .
Assuming that the number of samples taken for local 

energy detection is large enough (K≫1), the ratio of the 
AWGN noise variance in the reporting channel 2

nrs  and 
the square of the sensing noise variance 4

nss  can be ne-
glected in comparison with gain of the reporting channel

ig , the sensing channel SNR at each SU is much sma-
ller than unit (rSi≪1)[4]. In this paper, the channel gain 

ig  is invariant and identical for all reporting channels
( ,ig g i"= ) and is significantly larger than the repor-
ting channel noise. Because the paper considers the situa-
tion of a slow flat fading sensing channel, the channel 
gain of each channel is not changed during each period 
of energy detection. Thus, the combining signal, and 
then its probability of detection can be obtained from 
[4] as showed in (1) and (2)
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We assume the system is the high SNR fusion[4], hen-
ce:

Fig. 1. System model.
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and threshold of detection is
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where K is the number of samples being taken by local 
energy detector, [ ]1 2, , .., T

Nw w w w= is the linear weight 
vector with ∥ω∥=1 and ωi≥0, g=g1=…=gN is the re-
porting channel gain, [ ]1 2, , .., T

s s sNg g g g= is the SNR of 
sensing channels and [ ]1 2, ,.., T

Ny y y y= is the reporting 
signals received by fusion center. α is denoted as pro-
bability of false alarm, and one-dimension Q function is 
defined as the following
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(4)

Being more convenient in our analysis, we rewrite the 
average and variance of each received signal yi at fusion 
center in the short forms as the below description:
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Unlike Method I, Method II uses the technique of SU 
selection based on the best SNR sensing channel. Rather 
than combining observations from all SUs, the fusion 
center chooses the SU that possesses the best SNR of 
the sensing channel to dispatch its soft-decision. Hence, 
the probability of detection in this case is the special 
case of (1) when N=1, ωi=1. The statistics of the re-
ceived signal for this case are showed in (8) where î
denotes as selected SU:
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The probability of detection for Method Ⅱ(maximum 
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SNR based selection method) is a special case of (2). 
Hence, we can achieve:

( )( )1
ˆ
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d iP Q Q Ka g-= - (9)

with the threshold of detection as
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2-2 Proposed Detection Rule

From (1) and (8), we have
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The region of the detection rule is described in Table 
1. The signal ∥w∥ indicates the distance between the com-
bining signal zⅠ and the selecting signal zⅡ. Whenever 
zⅠ is below its threshold λⅠ, the fusion center checks 
the difference between two kinds of the received signals. 
If the difference in this case is smaller than a given εP, 
there is a decision of '0' which presents the state of no 
PU user being made. In the case that is affected by 
hidden terminal phenomenon, PU is still on active while 
the final decision is '0', which denotes the absence of 
PU. Thus, in this case, the fusion center’s detection is 
a miss detection. Otherwise, if there is really no PU on 
active(H0), this decision is true to denote the available 
channel for SUs to use. The abandoned region is re-
served for censoring uncertainty related effects.

From appendix C, we obtain the joint pdf of the pair 
of random variables (zⅠ, w), as showed in (13) 
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Table 1. Detection rule.

Region\Hypothesis H1 H0

,P I Iw ze l£ ³
Detection False alarm

,P I Iw ze l> ³

,P I Iw ze l> < Abandoned region Abandoned region

,P I Iw ze l£ < Miss detection PU absence

Fig. 2. Proposed detection rule.
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From appendix C, we have the correlation coefficient 
of two variables (zⅠ, w):
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From (8), we can induce the correlation matrix for 
each SU as showed in (17), (18) and derive the value 
of correlation coefficient: 
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The equation (19) permits us to conclude that these 
random variables (zⅠ, w) are independent.
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The threshold λⅠ has been identified in (3). Thres-
hold εP is selected in the requirement of a given pro-
bability of correct decision of PU absence state(Table 
1). Hence,
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where β is the probability of correct detection of PU 
absence state.
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of εP similar to (3). Finding 1 2,b b  is outside of this 
paper’s scope.
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Using the same calculation as (2) which is described 
concretely in [4], we can induce the probability as pre-
sented in (22):
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Under our assumption of a high SNR fusion condition 
as mentioned, we can make the following approximation
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Miss detection probability is identified as (24):
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2-3 Average Probability of Detection

For calculating the average probability of detection, 

from (2), we need to derive the pdf of factor 
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For a special case when ω1=…=ωN=ω for all i=1, 
…,N  and N≥2:
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In Method Ⅱ, based on the analysis in Appendix B, 
the pdf of the selection method described in (7) can be 
derived as showed in (28). 
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2-4 Analytical Results 

By Method I, the average value of detection pro-
bability, and miss detection probability in combining 
technique is evaluated by (29), (30).
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By Method Ⅱ, its performance is evaluated in (31): 
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(31)

The miss detection in Method Ⅱ is calculated in the 
same way as (30).

From Table 1, we can easily see that for the proposed 
scheme of detection, the probability of detection does 
not depend on the selection method(Method Ⅱ). Thus, 
the proposed method has the same detection probability 
value as the described linear combining method(Method 
I). However, its miss detection probability is different 
from Method I and. By (20), (22) and (30), it can be 
described as the following:
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The analytical results will demonstrate the performan-
ce of three methods in cases of n.i.d environment(Table 
2), i.i.d fading environment with different number of 
users(Table 3) and i.i.d environment with the same num-
ber of users(N=8) but in different SNR([—12, —14, —
15] dB). The reporting channel gain is set at 30 dB. In 
addition, the number of samples taken for energy detec-
tion is 600.

Fig. 3. demonstrates the performance of global detec-
tion when the number of SUs is kept constant at value 
of N=4 and the condition of fading is n.i.d fading. From 
this plot, we can see that in the SNR2 set, the selection 
method is better than the other two methods(the linear 
combining and proposed methods). Meanwhile, it is 
worse (than the others) in condition of the SNR1 set. We 
also noted that the probability of detection in the pro-
posed scheme is the same as the combining method.  

Table 2. Parameter of analysis of the case when the num-
ber of user is 4, and n.i.d fading environment.

Number of SUs N=4

Average SNR SNR 1=[—10, —13, —14, —16] dB
SNR 2=[—10.5, —11, —10, —12] dB

wi 1/2

Table 3. Parameter of analysis of the case when average 
SNR is —10 dB, and i.i.d fading environment.

Number of SUs(N) [4, 8, 12]

Average SNR [—10] dB

wi 1 N

Fig. 3. Average probability of detection vs false alarm pro-
bability when N=4, n.i.d fading with two SNR sets 
described in Table 2.

Fig. 4 provides us the performance when fusion misses 
PU detection. This shows that there are few differences 
between the proposed scheme and the others in terms of 
preventing miss detection under n.i.d fading environ-
ment, in the SNR1 set. It probably depends on the SNR 
set that we choose to survey.

Fig. 5～7 investigate the cases of i.i.d environment. 
Within the same number of users(N=8 in this case) but 
at a different average SNR value of Rayleigh fading, 
Fig. 5 shows that the detection performance of Method 
I and the proposed method is better than the selection  

Fig. 4. Probability of miss detection vs. false alarm proba-
bility when N=4 and under n.i.d Rayleigh fading 
with set of SNR1 described in Table 2.
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Fig. 5. Probability of detection vs. false alarm probability 
when N=8, i.i.d Rayleigh with SNR=[—12, —14, —15] 
dB.

method. In additions, when SNRs of sensing channel are 
better, the detection performance is enhanced. We can 
see that detection probabilities in Figs. 3 and 5 are at 
high value even at the low sensing channel SNR. This 
result comes mainly from the large number of samples 
in our simulation parameters. Furthermore, due to the 
fact that the proposed scheme is still in line with the 
linear combining method, the detection performance is 
still able to exploits the diversity gain of this method. 
On other hand, in Fig. 6, there is also a reduction of 
miss detection when the proposed method instead of the 
combining method is used. Fig. 7 shows a survey for 
the case that the number of SUs is changed in the same 
condition as average SNR. As we can see when the 
number of SUs increases, the probability of miss detec-
tion decreases and therefore the proposed scheme elimi-
nate miss detection better than the linear combining sche-
me.

Ⅲ. Conclusion 

In summary, this paper has considered a cooperative 
scheme where linear combining and the best SU selec-
tion are used for global detection in the condition of n.i.d 
fading environment. The paper then proposes a detection 
rule to eliminate miss detection. The proposed scheme 
has showed that it can reduce miss detection while 
keeping the same reliability of determining the absence 
state of PU(within given β) in condition of i.i.d Ray 

Fig. 6. Probability of miss detection vs. false alarm proba-
bility when N=8 , i.i.d Rayleigh with SNR= [—12, 
—14, —15] dB, β=0.8.

Fig. 7. Probability of miss detection vs. false alarm proba-
bility for case number of user changed and i.i.d 
Rayleigh fading with SNR=—12 dB, β=0.8.

leigh fading. In detection operation of this fading, the 
linear combining method and proposed scheme have 
showed better performance than the selection method 
when they operate in i.i.d environment. In n.i.d Rayleigh 
fading, depending on each variance SNR of fading in 



JOURNAL OF THE KOREAN INSTITUTE OF ELECTROMAGNETIC ENGINEERING AND SCIENCE, VOL. 10, NO. 3, SEP. 2010

196

the group of SUs, the linear combining technique’s per-
formance and proposed scheme are better or worse than 
the method of selection(Method Ⅱ). Moreover, in environ-
ment of n.i.d Rayleigh fading, the pdf of combining ran-
dom variables of SNR also has been derived to calculate 
average probability of detection. The performance is im-
proved when SNRs of sensing channels improve or the 
number of SUs joining sensing operation increases.

Appendix A
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l= -Õ to the form of 
summation:
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A
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, (38)
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(39)

Hence, MGF of RVz is

( )z
1

MGF
N

i

i i

A
z

sl=

=
-

å
, (40)

( ) ( )
1

exp
N

z i i
i

f z A zl
=

= -å . (41)

For the special case when 1 .. Nl l l= = = for all 
1,..i N=  and 2N ³  : NA l=

( )
( )zMGF N

Az
sl

=
- (42)

( ) ( )
1

exp
1!

N

z
Azf z z
N

l
-

= -
- (43)

Appendix B

Considering we have a vector of RVs x which is 
identified such that: [ ]1 2x , ,.., T

Nx x x= . This appendix cal-
culates pdf of the selection function that selects the 
maximum values among number of independent RVs:

{ } 1
max N

i i
y x

=
= . (44)

       

Because { } 1

N
i i

x
=  is independent, the distribution of y is 

the following [8,section 6.2]:
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(45)

Hence, this yields

( ) ( ) ( ) ( )
1 11 2.. i j

NN
y

y x x
i jN

j i

F y
f y f y F y

x x x = =
¹

= ¶ =
¶ ¶ ¶ å Õ

(46)  

   Appendix C

According to [6, section 6. 1], the joint pdf of two 
normally joint RVs X and Y is
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( )
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where the correlation coefficient is identified as below:
   

{ } { } { }r E xy E x E y= - .

If ( ),X Y  has zero mean: 0X Ym m= = , 
( ) ( )

( )
0 0 0 0

, 0 0

, ,

                  1 , ,
XY XY

X Y

F x y P x x y y

Q x y r

= £ £

= - (48)
with ( ), .X YQ  as the two dimension Gaussian Q-function:
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(49)

Here, we calculate r in the case when x, y is the 
function of vector RVs [ ]1 2z , ,.., T

Nz z z= with:

1 1

 ;  and   ; ,
N N

i i i i i i
i i

x a z y b z a b R
= =

= = Îå å
we have:
 

T Txy z ab z= (50)

where [ ]
[ ]

1 2

1 2

, , ..,

, , ..,

T

N

T

N

a a a a

b b b b
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=

,

[ ]
[ ]

1 2
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, , ..,

, , ..,

T

N

T

N

a a a a

b b b b

=

=

with given a,b and { } 1

N
i i

z
= being independent Gaussian 

distributed, we can derive the average value of xy as the 
following:

{ } T
zE xy a R b= (51)

where { }T
zR E zz= .
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