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Abstract 
 
In collaborative filtering, many neighbors are needed to improve the quality and stability of 
the recommendation. The quality may not be good mainly due to the high similarity between 
two users not guaranteeing the same preference for products considered for recommendation. 
This paper proposes a consistency definition, rather than similarity, based on information 
entropy between two users to improve the recommendation. This kind of consistency between 
two users is then employed as a trust metric in collaborative filtering methods that select 
neighbors based on the metric. Empirical studies show that such collaborative filtering reduces 
the number of neighbors required to make the recommendation quality stable. 
Recommendation quality is also significantly improved.  
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1. Introduction 

Recommender systems assist users to find the information most relevant to their preferences. 
Collaborative filtering (CF) is one of the most successful technologies used. CF has been 
developed and improved over the past decade to the point where a wide variety of algorithms 
exist to generate recommendations [1]. They can be classified into two groups: memory-based 
and model-based. Memory-based CF uses a similarity measure between pairs of users to build 
a prediction, typically through a weighted average. The chosen similarity measure determines 
the accuracy of the prediction. Numerous alternatives have been studied [2]. Some potential 
drawbacks of memory-based CF include scalability and sensitivity to data sparseness [3]. In 
general, schemes that rely on similarities across users cannot be pre-computed for fast online 
queries. Another critical issue is that memory-based schemes must compute a similarity 
measure between users. There are also many model-based approaches to CF. They are based 
on linear algebra or on AI techniques, such as neural networks and clustering [4].  
Model-based CF algorithms are typically faster at query time than memory-based schemes, 
though they might have expensive learning or updating phases. Model-based schemes can be 
preferable to memory-based schemes when query speed is crucial. 

Memory-based CF either uses neighbors of users or of items to compute a prediction. The 
first kind is called user-based, and the second item-based. They form neighborhoods by 
computing the similarity between all pairs of users or items. Predictions are then computed by 
aggregating ratings; in a user-based algorithm, this involves aggregating the ratings of items 
that are neighbors of the target item. Algorithms within these families differ in the definition of 
similarity, formation of neighborhoods, and the computation of predictions. 

User-based CF has been explored in-depth during the last ten years and represents the most 
popular recommendation algorithm, owing to its compelling simplicity and excellent quality 
of recommendations [5][6][7]. User-based CF recommends items by building the customer 
profiles from their preferences for each item. Preferences are generally represented as numeric 
values rated by customers. Predicting a preference for a certain product that is new to the test 
customer is based on the ratings of other customers for the target item. Therefore, it is 
important to find a set of customers with similar preferences to the test customer for better 
prediction quality.  

CF operates on a set of users U = {u1, …, un} and  a set of products P = {p1, …, pm}. In 
user-based CF, equation (1) is used to predict customer preferences by the typical Pearson 
correlation coefficient to calculate similarity. 
 

)1(
)()(

))((
),(

),(

)}(),({

2
,

2
,

,,,

,

∑ ∑

∑
∑

∑
−−

−−
=

−×
+=

j j
vjvuju

j
vjvuju

v

v
viv

uiu
rrrr

rrrr
vusimwhere

vusim

rrvusim
rp  

 
In the above equation, pu,i is the preference of the test customer u with respect to the target 

item i. rv,i and rv,j are customer v’s ratings for items i and j, respectively, and  ru,,j is customer 
u’s rating for item j. ru and rv are the averages of customer u’s ratings and customer v’s ratings, 
respectively. 

If customer u and v have similar ratings for an item, then sim(u,v)>0. |sim(u,v)| indicates 
how much customer u tends to agree with customer v on the items that both customers have 
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already rated. If they have opposite ratings for an item, then sim(u,v)<0 and |sim(u,v)| indicates 
how much they tend to disagree on the item rated by both. Hence, if they do not correlate with 
each other, then sim(u,v)=0. Note that sim(u,v) can be in beween -1 and 1 inclusive.  

Recommender systems have typically been evaluated using measures of predictive 
accuracy [2]. They compute predictive accuracy by dividing a set of ratings into training and 
test sets, and compute the prediction for an item in the test set using the ratings in the training 
set. A standard measure of predictive accuracy is mean absolute error (MAE) [8].  

Since CF is based on the ratings of the neighbors who have similar preferences, it is very 
important to select the neighbors properly to improve the prediction quality. Fig. 1 shows that 
at least 100 neighbors are needed to obtain the stable quality measured in MAE, when nearest 
neighbors are determined using the Pearson correlation coefficient [9]. Conversely, too many 
neighbors, used to improve the prediction quality and stability, cause the system performance 
to degrade. The stabilty may not be so good. This means that high similarity between any two 
users does not guarantee the same preference for some products considered for 
recommendation. The smoothing effect of increasing the number of neighbors overrules 
preference prediction.  
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Fig. 1. Prediction Quality of NEAREST-N in MAE [9] 

  
In real-world prediction, the consistency of a user’s behavior is more important than 

similarity with those of other users. For instance, the ratings of a user A for products are 
opposite with those of another user B, this characteristic of user B can be employed to predict 
user A’s preferences. When determining neighbors based on similarity, user B cannot be a 
neighbor of user A. The starting point of this paper was the need to consider consistency as a 
practical metric of CF rather than similarity. This kind of consistency can be extended to the 
definition of trust between users. According to Webster’s dictionary, trust means assured 
reliance on the character, ability, strength, or truth of someone or something. In this paper, 
trust is interpreted as an agent’s expectation of another agent’s competency in providing 
opinions to reduce its uncertainty (i.e. inconsistency) in predicting new items’ ratings.  

Note that early recommender systems were said to simulate the informal, verbal exchange 
of information known as word of mouth communication [10]. Recommender systems produce 
social networks [11], i.e. user-to-user connections, as a consequence of predicting user-to-item 
connections [12]. Within such a social network, user trustworthiness is an important factor 
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[13]. Only recently has trust been introduced into CF. Massa and Avesani [14] proposed that a 
peer can establish trust with other peers through explicit trust statements and trust propagation. 
However, it is not clear how to quantify the degrees of trust when making trust statements. 
Papagelis et al. [15] developed a model to establish trust between users by exploiting the 
transitive nature of the trust. However, it simply adopts similarity for trustworthiness. Hence, 
it still possesses the limitations of similarity-based CF. Weng et al. [16] designed a trust metric 
that helps a user to quantify the degree of trust it should place on a particular user. The trust 
metric is computable on most users, even on pairs of users who have only co-rated one 
common item. However, neighbors cannot be changed during the prediction process. This 
paper presents how to define trust measured by entropy-based consistency to overcome these 
limitations. 

The remainder of this paper is organized as follows. Section 2 presents how to define trust 
and consistency based on entropy. Section 3 explains alternative ways to predict preference 
using trust. Section 4 discusses the meaning of experimental results using an example data set. 
Finally, section 5 concludes the paper with some future research directions. 

2. Consistency-Based Definition of Trust 
Entropy is used as a means to measure uncertainty related to a random variable in information 
theory. It has been applied to data compression, establishing decision tree etc. because entropy 
can quantify information contained in data. The entropy of a discrete random variable, which 
can take values of {x1, … xM}, can be expressed as equation (1). If the probability of M=2 and 
X=x1 is p, then the entropy can be expressed as equation (2). When p=0.5, the binary entropy 
function gains its maximimum value. This means that uncertainty is maximal when p=0.5. 
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The entropy of an active user can be calculated by equation (3) based on the number of 

times of rated values contained in the past data. Here Z denotes the number of states of rated 
values, N is the total number of rating times. As in Table 1, Z=5 and N=10 when 10 ratings are 
made with 1 to 5 integer-valued scores. 
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If the neighbors of an active user are already determined, entropy could be calculated more 

delicately. The number of rating times can be summarized as the table form of Fig. 2. Here, u 
is the active user and v a neighbor. The entropy of this state is calculated by equation (4). As a 
result, entropy improvement, by obtaining a neighbor, is determined by subtracting equation 
(4) from equation (3). Neighbors can be selected using this kind of entropy improvement for 
better preference prediction.  

However, we need to rearrange equation (3), since equations (3) and (4) are not in the same 
dimension. In order to make it possible, we assume that the numbers of rating times for each 
value are distributed evenly on all the rated values of an imaginary neighbor, as in Fig. 3. The 
entropy of this state is calculated by equation (5).  
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Table 1. Meaning of Z and N 

Rated value 
i 

Number of rating times 
ni 

Ratio 
ni/N 

1 n1=2 n1/N 
2 n2=1 n2/N 
3 n3=3 n3/N 
4 n4=0 n4/N 
5=Z n5=4 n5/N 
summation N=n1+n2+n3+n4+n5=10 1 

 

 
Fig. 2. Number of times given a neighbor 

 

 
Fig. 3. Number of times given no neighbors 
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This kind of entropy definition between two users means that the entropy value becomes 

lower as their ratings are more consistent. Similar to the definition of trust, as the expectation 
of technically competent role performance [17], trust can be interpreted as an user’s 
expectation of another user’s competence in providing opinions to reduce its uncertainty in 
predicting new item ratings. The improvement ratio of entropy by associating a user with a 
neighbor is then definable as trust, as in equation (6). 
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3. Prediction Methods 
We can predict the user’s preferences based on the past ratings of neighbors consistent with 
the active user. The simplest method is to select the best trusty neighbor of the active user, 
whose ratings in the past are reused as is. This can be expressed as equation (7), where rv,,x is 
the rating value of a neighbor v of the active user u on product x and pu,x is the preference value 
predicted on the active user. This method is termed NAIVE.  
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Another method calculates the weighted average of the active user’s ratings for all the cases 

where a neighbor v rated any product as rv,,x. This method is termed HISTORIC. 
Another method reflects the differences of the past ratings as equation (9), where rv,,x is 

added to the average difference of two rated values k and l. This is termed AVGDIFF. 
Any combined methods, such as HISTORIC and NAÏVE, or HISTORIC and AVGDIFF 

can also be applied to collaborative filtering.  
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As in the case of similarity-based predictions, it is possible to obtain better results by 

combining the values calculated for selected neighbors. We can use a smoothing method, as 
equation (10) shows. 
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One advantage of trust-based prediction methods is to use trust propagation. If a neighbor v, 

selected by the active user u as trusty, does not have any rating experience for the product to be 
predicted, a trusty neighbor w of user v can also be used for the prediction, although users u 
and w do not have any direct relations. Although there could be diverse kinds of propagation 
methods, this paper proposes three methods: p-NAÏVE (equation 11), p-AVGDIFF (equation 
12), and p_REESTIMATE (equation 13). p-NAIVE just reuses pv,x calculated from the ratings 
of v’s neighbors. Additionally, p-AVGDIFF considers the average difference of ratings of two 
users u and v for p-NAIVE. p_REESTIMATE is the weighted average of two estimates 
calculated using the floor and ceiling values of pv,x in order to consider pv,x is not an integer.  
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4. Experimental Results 
The methods for collaborative filtering by consistency-based trust definition have been 
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simulated based on the MovieLens dataset [18]. The dataset contains 100,000 ratings of 1682 
movies rated by 943 users. The ratings were divided into two groups to evaluate the quality of 
the prediction measurement: 90% of the data (90,000 ratings) was used as a training set and 
10% of the data (10,000 ratings) was used as a test set. The Mean Absolute Error (MAE), 
computed by equation (14), is used as the statistical accuracy metric to evaluate the 
mechanism. In the equation, N is the number of predictions and ei is the error between the 
predicted rating and the actual rating for product item i.  
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Comparing HISTORIC with NEAREST-N, as in Fig. 4, the number of neighbors of the 

former required to obtain the stable MAE value 0.75 is much lower than that of the latter. 5 to 
7 neighbors in HISTORIC are sufficient to reach a stable state, whilst almost 100 neighbors 
are required in NEAREST-N. This explains the efficiency of HISTORIC. 

HISTORIC+NAÏVE is the combination of HISTORIC and NAÏVE, where HISTORIC is 
used just when there is a rating record for the product by the neighbor. NAÏVE is used 
otherwise. The experimental results of the two methods do not differ much, as Fig. 4 describes. 
Trust (consistency) propagation can be employed to compensate, when there is no rating 
record for the product by the neighbor. Fig. 4 shows the combination of HISTORIC and 
PROPAGATION by AVGDIFF has slighlty better MAE than HISTORIC+NAÏVE in the range 
of 1 to 10 neighbors. Conversely, MAE of HISTORIC+PROPAGATION(AVGDIFF) 
deteriorates when there are more than 10 neighbors. 

In the experiment, HISTORIC+PROPAGATION(REESTIMATE) exhibit the best result. 
The MAE values go below 0.7 when there are more than 20 neighbors. That is, more than 6 % 
improvement is possible by employing the HISTORIC+PROPAGATION (REESTIMATE) 
method. This level of MAE is evaluated as competitive, not only compared to the other 
prediction methods proposed in this paper, but also compared to other research results 
[2][19][20] using the dataset for neighbor-based recommendation. 
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Fig. 4. Comparison of Prediction Methods 
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5. Conclusions and Future Directions 
This paper presented the definition of consistency using entropy between two users. Such 
consistency between two users is then employed as a trust metric in collaborative filtering 
methods that select neighbors based on the metric. Only a small number of neighbors is 
required to stabilize the recommendation quality. Recommendation quality is also very good. 
Furthermore, trust (consistency) propagation reduces the severity of the sparsity problem 
intrinsic to collaborative filtering methods. 

Further research needs to be directed toward multi-dimensional trust (consistency) 
propagation and distributed collaborative filtering methods. Better results are expected from 
applying more than single-level propagation. Distributed collaborative filtering, appearing as 
an alternative to centrally-focused collaborative filtering, will distribute workloads to 
respective agents with enhanced security facilities. 
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