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#### Abstract

In this paper a general class of analytic functions involving a convolution structure is introduced. Among the results investigated are the various results depicting useful properties and characteristics of this function class by employing the techniques of differential subordination. Relevances of the main results with some known results are also mentioned briefly.


## 1. Introduction

Let $\mathcal{A}_{p}$ denote the class of functions of the form

$$
\begin{equation*}
f(z)=z^{p}+\sum_{k=p+1}^{\infty} a_{k} z^{k} \quad(p \in \mathbb{N}=\{1,2, \ldots\}) \tag{1.1}
\end{equation*}
$$

which are analytic and $p-$ valent in the open unit disk

$$
\mathbb{U}=\{z ; z \in \mathbb{C}:|z|<1\} .
$$

For the functions $f$ and $g$ in $\mathcal{A}_{p}$, we say that $f$ is subordinate to $g$ in $\mathbb{U}$, and write $f \prec g$, if there exists a function $w(z)$ in $\mathbb{U}$ such that $|w(z)|<1$ and $w(0)=0$ with $f(z)=g(w(z))$ in $\mathbb{U}$. In case, $f$ is univalent in $\mathbb{U}$, then the subordinatation $f \prec g$ is equivalent to $f(0)=g(0)$ and $f(\mathbb{U}) \subset g(\mathbb{U})$.

Let $f \in \mathcal{A}_{p}$ be given by (1.1) and $g \in \mathcal{A}_{p}$ be given by

$$
\begin{equation*}
g(z)=z^{p}+\sum_{k=p+1}^{\infty} b_{k} z^{k} \quad(p \in \mathbb{N}), \tag{1.2}
\end{equation*}
$$

then the Hadamard product (or convolution) $f * g$ of $f$ and $g$ is defined (as usual) by

$$
\begin{equation*}
(f * g)(z):=z^{p}+\sum_{k=p+1}^{\infty} a_{k} b_{k} z^{k}:=(g * f)(z) . \tag{1.3}
\end{equation*}
$$
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For a given function $g(z) \in \mathcal{A}_{p}$ (defined by (1.2)), we introduce here a new class $\mathcal{M}_{p}(g ; \alpha, m, A, B)$ of functions belonging to the subclasses of $\mathcal{A}_{p}$ which consists of functions $f(z)$ of the form (1.1) satisfying the following subordination:

$$
\begin{gather*}
(1-\alpha) \frac{(f * g)(z)}{z^{p}}+\frac{\alpha}{p} \frac{(f * g)^{\prime}(z)}{z^{p-1}} \prec\left(\frac{1+A z}{1+B z}\right)^{m}  \tag{1.4}\\
(z \in \mathbb{U} ; p \in \mathbb{N} ; 0<\alpha \leq p ;-1 \leq B<A \leq 1 ; 0<m \leq 1)
\end{gather*}
$$

For $\alpha=1$, we put

$$
\mathcal{M}_{p}(g ; 1, m, A, B)=\mathcal{N}_{p}(g ; m, A, B)
$$

and it may be noted that there exist, as special cases, several new or known interesting subclasses of our function class $\mathcal{M}_{p}(g ; \alpha, m, A, B)$. For example, if the coefficients $b_{k}$ in (1.2) and the values of $m$ and $\alpha$ in (1.4) are, respectively, choosen as follows:

$$
\begin{align*}
& b_{k}=\frac{\left(\alpha_{1}\right)_{k-p} \ldots\left(\alpha_{q}\right)_{k-p}}{\left(\beta_{1}\right)_{k-p} \ldots\left(\beta_{s}\right)_{k-p}(k-p)!}, \quad m=1 \quad \text { and } \quad \alpha=\frac{p \lambda}{\alpha_{i}} \quad(\lambda>0)  \tag{1.5}\\
& \left(\alpha_{j}>0(j=1, \ldots, q), \beta_{j}>0(j=1, \ldots, s), q \leq s+1 ; q, s \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}\right)
\end{align*}
$$ and also in the process making use of the identity ([7]; see also [8]):

$$
\begin{equation*}
z\left(H_{s}^{q}\left[\alpha_{i}\right] f\right)^{\prime}(z)=\alpha_{i}\left(H_{s}^{q}\left[\alpha_{i}+1\right] f(z)\right)-\left(\alpha_{i}-p\right)\left(H_{s}^{q}\left[\alpha_{i}\right] f(z)\right) \quad(i=1, \ldots, q) \tag{1.6}
\end{equation*}
$$

in (1.4), then the class $\mathcal{M}_{p}(g ; \alpha, m, A, B)$ reduces to a known function class studied very recently by Liu [8].

The symbol $(\alpha)_{k}$ occurring in (1.5) is the well known Pochhammer symbol

$$
(\alpha)_{0}=1, \quad(\alpha)_{k}=\alpha(\alpha+1) \ldots(\alpha+k-1) ; k \in \mathbb{N}
$$

Furthermore, it may be mentioned here that the operator

$$
\left(H_{s}^{q}\left[\alpha_{1}\right] f\right)(z):=H_{s}^{q}\left(\alpha_{1}, \ldots, \alpha_{q} ; \beta_{1}, \ldots, \beta_{s}\right) f(z)
$$

involved in the identity (1.6) is the Dziok-Srivastava linear operator (see, for details [7]), which contains such well known operators as the Hohlov linear operator, Saitoh generalized linear operator, the Carlson-Shaffer linear operator, the Ruscheweyh derivative operator as well as its generalized version, the Bernardi-Libera-Livingston operator, and the Srivastave-Owa fractional derivative operator. One may refer to the paper [7] for further details and references of these operators. The Dziok- Srivastava linear operator defined in [7] has further been generalized by Dziok and Raina [5](see also [6]).

On the other hand, if we set the coefficients $b_{k}$ in (1.2) and the value of the parameter $m$ and $\alpha$ in (1.4), respectively, as follows:

$$
\begin{equation*}
b_{k}=\left(\frac{p+1}{k+1}\right)^{\sigma} \quad(\sigma>0 ; k \geq p+1(p \in \mathbb{N})), \quad m=1 \quad \text { and } \alpha=\frac{\lambda}{(p+1)} \quad(\lambda>0) \tag{1.7}
\end{equation*}
$$

and apply the following identity:

$$
\begin{equation*}
z\left(I^{\sigma} f(z)\right)^{\prime}=(p+1) I^{\sigma-1} f(z)-I^{\sigma} f(z) \quad(p \in \mathbb{N} ; \sigma>0) \tag{1.8}
\end{equation*}
$$

in (1.4), then the class $\mathcal{M}_{p}(g ; \alpha, m, A, B)$ reduces to the class $\Omega_{p}^{\sigma}(A, B, \lambda)$ studied very recently by Sham et al. [15], where the operator $I^{\sigma} f(z)$ in (1.8) is defined by ([15, p.1, Eqn. (1.1)])

$$
\begin{aligned}
I^{\sigma} f(z) & =\frac{(p+1)^{\sigma}}{z \Gamma(\sigma)} \int_{0}^{z}\left(\log \frac{z}{t}\right)^{\sigma-1} f(t) d t \\
& =z^{p}+\sum_{k=p+1}^{\infty}\left(\frac{p+1}{k+1}\right)^{\sigma} a_{k} z^{k} \quad\left(f \in \mathcal{A}_{p} ; p \in \mathbb{N} ; \sigma>0\right)
\end{aligned}
$$

Moreover, if we choose the coefficients $b_{k}$ in (1.2) and the value of the parameter $m$ and $\alpha$ in (1.4), respectively, as follows:

$$
\begin{equation*}
b_{k}=\frac{k}{p}\left(\frac{k+\mu}{p+\mu}\right)^{r} \quad\left(p \in \mathbb{N} ; r \in \mathbb{N}_{0} ; \mu \geq 0\right), \quad m=1 \quad \text { and } \quad \alpha=1 \tag{1.9}
\end{equation*}
$$

then the class $\mathcal{M}_{p}(g ; \alpha, m, A, B)$ transforms into a (presumably) new class $\mathcal{R}_{p}^{r}(\mu, A, B)$ defined by

$$
\begin{align*}
\mathcal{R}_{p}^{r}(\mu, A, B):= & \left\{f: f \in \mathcal{A}_{p} \quad \text { and } \quad \frac{1}{p} \frac{\left[I_{p}(r, \mu) f\right]^{\prime}(z)}{z^{p-1}} \prec \frac{1+A z}{1+B z}\right\}  \tag{1.10}\\
& \left(z \in \mathbb{U} ; r \in \mathbb{N}_{0} ; \mu \geq 0 ;-1 \leq B<A \leq 1\right)
\end{align*}
$$

involving the operator $I_{p}(r, \mu)$ which is defined by ([18])

$$
\begin{equation*}
I_{p}(r, \mu) f(z)=z^{p}+\sum_{k=p+1}^{\infty}\left(\frac{k+\mu}{p+\mu}\right)^{r} a_{k} z^{k} \tag{1.11}
\end{equation*}
$$

$$
\left(z \in \mathbb{U} ; p \in \mathbb{N} ; r \in \mathbb{N}_{0} ; \mu \geq 0\right)
$$

The class $\mathcal{R}_{p}^{r}(1, A, B)$ was studied by Srivastava et al. [16]. Furthermore, on specializing suitably the coefficients $b_{k}$ in (1.2) and the parameters $m$ and $\alpha$ in (1.4), one may obtain the function classes investigated very recently by Dinggong and Liu [4], Ozkan [13] and Srivastava et al. [17].

In the present paper we derive various useful and interesting properties and characteristics of the function classes $\mathcal{M}_{p}(g ; \alpha, m, A, B)$ and $\mathcal{N}_{p}(g ; m, A, B)$ (defined above) by using the techniques of differential subordination. Relevances of the main results and their connections with known results are also briefly pointed out.

## 2. Preliminaries and key lemmas

We require the following lemmas in the sequel to investigate the function classes $\mathcal{M}_{p}(g ; \alpha, m, A, B)$ and $\mathcal{N}_{p}(g ; m, A, B)$ (defined above).
Lemma 2.1. (Miller and Mocanu [11]) Let $h(z)$ be a convex (univalent) function in $\mathbb{U}$ with $h(0)=1$, and let the function $\phi(z)=1+p_{1} z+p_{2} z^{2}+\ldots$ be analytic in $\mathbb{U}$. If

$$
\begin{equation*}
\phi(z)+\frac{z \phi^{\prime}(z)}{\gamma} \prec h(z) \tag{2.1}
\end{equation*}
$$

for $\gamma \neq 0$ and $\Re(\gamma) \geq 0$, then

$$
\begin{equation*}
\phi(z) \prec \psi(z):=\frac{\gamma}{z^{\gamma}} \int_{0}^{z} t^{\gamma-1} h(t) d t \prec h(z) \tag{2.2}
\end{equation*}
$$

and $\psi(z)$ is the best dominant.
Lemma 2.2. ([10, p. 132]) Let $q(z)$ be analytic and univalent in $\mathbb{U}$ and let $\theta(\omega)$ and $\phi(\omega)$ be analytic in domain $\mathbb{D}$ containing $q(\mathbb{U})$ with $\phi(\omega) \neq 0$ when $\omega \in q(\mathbb{U})$. Set

$$
Q(z)=z q^{\prime}(z) \phi[q(z)], \quad h(z)=\theta[q(z)]+Q(z)
$$

and suppose that
(i) $Q(z)$ is univalent and starlike in $\mathbb{U}$,
(ii)

$$
\Re\left(\frac{z h^{\prime}(z)}{Q(z)}\right)=\Re\left(\frac{\theta^{\prime}[q(z)]}{\phi[q(z)]}+\frac{z Q^{\prime}(z)}{Q(z)}\right)>0 \quad(z \in \mathbb{U})
$$

If $p(z)$ is analytic in $\mathbb{U}$ with $p(0)=q(0), p(\mathbb{U}) \subset \mathbb{D}$ and

$$
\theta[p(z)]+z p^{\prime}(z) \phi[p(z)] \prec \theta[q(z)]+z q^{\prime}(z) \phi[q(z)]=h(z) .
$$

Then $p(z) \prec q(z)$ and $q(z)$ is the best dominant.
The generalized hypergeometric function ${ }_{p} F_{q}$ is defined by

$$
\begin{align*}
{ }_{q} F_{s}(z) & \equiv{ }_{q} F_{s}\left(\alpha_{1}, \ldots, \alpha_{q} ; \beta_{1}, \ldots, \beta_{s} ; z\right) \\
& =: \sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \ldots\left(\alpha_{q}\right)_{n}}{\left(\beta_{1}\right)_{n} \ldots\left(\beta_{s}\right)_{n}} \cdot \frac{z^{n}}{n!} \tag{2.3}
\end{align*}
$$

$\left(z \in \mathbb{U} ; \alpha_{j} \in \mathbb{C}(j=1, \ldots, q), \quad \beta_{j} \in \mathbb{C} \backslash\{0,-1,-2, \ldots\}(j=1, \ldots, s), q \leq s+1\right.$ $q, s \in \mathbb{N}_{0}$ ).

The following identities are well known [1, pp. 556-558].
Lemma 2.3. For real or complex numbers $a, b$ and $c(c \neq 0,-1,-2, \ldots)$ :
(i) $\int_{0}^{1} t^{b-1}(1-t)^{c-b-1}(1-z t)^{-a} d t=\frac{\Gamma(a) \Gamma(c-b)}{\Gamma(c)}{ }_{2} F_{1}(a, b ; c ; z)$
(ii) $\quad F_{1}(a, b ; c ; z)=(1-z)^{-a}{ }_{2} F_{1}\left(a, c-b ; c ; \frac{z}{z-1}\right)$
(iii) $\quad{ }_{2} F_{1}\left(1,1 ; 3 ; \frac{z}{z-1}\right)=\frac{2(z-1)}{z}\left[1+\frac{\ln (1-z)}{z}\right]$

For a function $f \in \mathcal{A}_{p}$ given by (1.1), the generalized Bernardi-LiberaLivingston integral operator [3] (see also [9]) is defined by

$$
\begin{align*}
\mathcal{K}_{p, \gamma}(f)(z) & :=\frac{\gamma+p}{z^{\gamma}} \int_{0}^{z} t^{\gamma-1} f(t) d t \\
& =z^{p}+\sum_{k=p+1}^{\infty} \frac{\gamma+p}{\gamma+k} a_{k} z^{k} \quad(\gamma>-p ; p \in \mathbb{N}) . \tag{2.7}
\end{align*}
$$

It readily follows from (2.7) that the operator $\mathcal{K}_{p, \gamma}(f)(z)$ is a self-preserving operator on $\mathcal{A}_{p}$, so that

$$
f(z) \in \mathcal{A}_{p} \Rightarrow \mathcal{K}_{p, \gamma}(f)(z) \in \mathcal{A}_{p} \quad(\gamma>-p ; p \in \mathbb{N})
$$

## 3. Main results

Our first main result based on differential subordination is given by the following:

Theorem 3.1. If $\mathcal{M}_{p}(g ; \alpha, m, A, B)$, then

$$
\begin{equation*}
\frac{(f * g)(z)}{z^{p}} \prec \mathcal{X}(z) \prec\left(\frac{1+A z}{1+B z}\right)^{m} \quad(z \in \mathbb{U}) \tag{3.1}
\end{equation*}
$$

where

$$
\mathcal{X}(z)=\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i}{ }_{2} F_{1}\left(i, 1 ; 1+\frac{p}{\alpha} ; \frac{B z}{1+B z}\right)
$$

and $\mathcal{X}(z)$ is the best dominant of (3.1).
Also

$$
\begin{equation*}
\Re\left(\frac{(f * g)(z)}{z^{p}}\right)>\mathcal{X}(-1) \tag{3.2}
\end{equation*}
$$

and the result (3.2) is sharp.
Proof. Let $f(z) \in \mathcal{M}_{p}(g ; \alpha, m, A, B)$, and assume that

$$
\begin{equation*}
\frac{(f * g)(z)}{z^{p}}=\theta(z) \tag{3.3}
\end{equation*}
$$

We may express the function $\theta(z)$ as

$$
\begin{equation*}
\theta(z)=1+c_{1} z+c_{2} z^{2}+\ldots \tag{3.4}
\end{equation*}
$$

which is analytic in $\mathbb{U}$ with $\theta(0)=1$. From (3.3), we obtain

$$
\begin{align*}
(1-\alpha) \frac{(f * g)(z)}{z^{p}}+\frac{\alpha}{p} \frac{(f * g)^{\prime}(z)}{z^{p-1}} & =\theta(z)+\frac{\alpha}{p} z \theta^{\prime}(z) \\
& \prec\left(\frac{1+A z}{1+B z}\right)^{m}=h(z) \quad(z \in \mathbb{U}) . \tag{3.5}
\end{align*}
$$

We observe that the function $h(z)$ involved in (3.5) is analytic and convex in $\mathbb{U}$ because

$$
\begin{aligned}
\Re\left(1+\frac{z h^{\prime \prime}(z)}{h^{\prime}(z)}\right) & =-1+(1-m) \Re\left(\frac{1}{1+A z}\right)+(1+m) \Re\left(\frac{1}{1+B z}\right) \\
& >-1+\frac{1-m}{1+|A|}+\frac{1+m}{1+|B|} \geq 0 \quad(z \in \mathbb{U})
\end{aligned}
$$

Therefore, applying Lemma 1, we get

$$
\theta(z) \prec \frac{p}{\alpha} z^{-\frac{p}{\alpha}} \int_{0}^{1} t^{\frac{p}{\alpha}-1}\left(\frac{1+A t}{1+B t}\right)^{m} d t .
$$

Upon expanding the binomial expressions in the integrand, changing the order of integration and summation (justified on account of the conditions mentioned in (1.4)), and carrying out elementary calculations, we find that

$$
\begin{align*}
\theta(z) & \prec\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}{ }_{2} F_{1}\left(\frac{p}{\alpha}, i ; 1+\frac{p}{\alpha} ;-B z\right)  \tag{3.6}\\
& =\mathcal{X}(z) .
\end{align*}
$$

Now using the transformation (2.5) of Lemma 3, we finally get
$\mathcal{X}(z)=\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i}{ }_{2} F_{1}\left(i, 1 ; 1+\frac{p}{\alpha} ; \frac{B z}{1+B z}\right)$.
Next to prove (3.2), we observe that (3.1) is equivalent to

$$
\frac{(f * g)(z)}{z^{p}}=\frac{p}{\alpha} \int_{0}^{1} u^{\frac{p}{\alpha}-1}\left(\frac{1+A u w(z)}{1+B u w(z)}\right)^{m} d u
$$

where $w(z)$ is analytic in $\mathbb{U}$ with $w(0)=1$ and $|w(z)|<1$ in $\mathbb{U}$.
Hence

$$
\begin{aligned}
\Re\left(\frac{(f * g)(z)}{z^{p}}\right) & =\frac{p}{\alpha} \int_{0}^{1} u^{\frac{p}{\alpha}-1} \Re\left(\frac{1+A u w(z)}{1+B u w(z)}\right)^{m} d u \\
& >\frac{p}{\alpha} \int_{0}^{1} u^{\frac{p}{\alpha}-1}\left(\frac{1-A u}{1-B u}\right)^{m} d u
\end{aligned}
$$

To establish sharpness of the result (3.2), it is sufficient to show that

$$
\begin{equation*}
\inf _{|z|<1}\{\Re(\mathcal{X}(z)\}=\mathcal{X}(-1) \tag{3.7}
\end{equation*}
$$

We observe from (3.1) that for $|z| \leq r \quad(0<r<1)$ :

$$
\begin{aligned}
\Re\{\mathcal{X}(z)\} & \geq \frac{p}{\alpha} \int_{0}^{1} u^{\frac{p}{\alpha}-1} \Re\left(\frac{1+A u r}{1+B u r}\right)^{m} d u=\mathcal{X}(-r) \quad(|z| \leq r(0<r<1)) \\
& \rightarrow \mathcal{X}(-1) \text { as } r \rightarrow 1-
\end{aligned}
$$

which establishes (3.7) and this completes the proof of Theorem 1.

Corollary 3.1. If $f(z) \in \mathcal{M}_{p}(g ; \alpha, m, A, B)$, then

$$
\begin{aligned}
& \Re\left(\frac{(f * g)(z)}{z^{p}}\right)^{\frac{1}{n}} \\
& >\left[\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}(1-B)^{-i}{ }_{2} F_{1}\left(i, 1 ; 1+\frac{p}{\alpha} ; \frac{B}{B-1}\right)\right]^{\frac{1}{n}} \\
& (B \neq 0 ; n \geq 1)
\end{aligned}
$$

Proof. Using the elementary inequality

$$
\Re\left(w^{\frac{1}{n}}\right) \geq(\Re(w))^{\frac{1}{n}} \quad \text { for } \quad \Re(w)>0 \quad \text { and } \quad n \geq 1
$$

in Theorem 1, we get the desired result.
Remark 1. We note that if we use the parametric substitutions given by (1.5) and apply the identity (1.6), then Theorem 1 and Corollary 1 correspond to the results given recently by Liu [8, p. 3]. Also, making use of the parametric substitutions given by (1.7), and applying the identity (1.8), Theorem 1 yields the recently established results due to Sham et al. [15, p. 2, Theorem 2.1 and Theorem 2.2]. Another known result due to Srivastava et al. [16, p. 4, Theorem 1] is obtainable from Theorem 1 when the parameters involved in it are specialized by means of (1.9).

Theorem 3.2. Let the function $\psi(z)$ defined by

$$
\begin{align*}
\psi(z)=z^{p}{ }_{r+1} F_{s+1}\left(\alpha_{1}, \ldots, \alpha_{r}, 1+\lambda^{-1}\right. & \left.; \beta_{1}, \ldots, \beta_{s}, \lambda^{-1} ; z\right) \\
& (r \leq s+1 ; \lambda>0 ; z \in \mathbb{U}) \tag{3.8}
\end{align*}
$$

be in the class $\mathcal{N}_{p}(g ; m, A, B)$. Then the function

$$
\theta(z)=z^{p}{ }_{r} F_{s}\left(\alpha_{1}, \ldots, \alpha_{r} ; \beta_{1}, \ldots, \beta_{s} ; z\right)
$$

satisfies the condition

$$
\begin{equation*}
\frac{(\theta * g)^{\prime}(z)}{p z^{p-1}} \prec \sigma(z) \prec\left(\frac{1+A z}{1+B z}\right)^{m} \quad(z \in \mathbb{U}) \tag{3.9}
\end{equation*}
$$

where

$$
\sigma(z)=\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i}{ }_{2} F_{1}\left(i, 1,1+\frac{1}{\lambda} ; \frac{B z}{1+B z}\right) .
$$

The function $\sigma(z)$ is the best dominant of (3.9).
Also

$$
\begin{equation*}
\Re\left(\frac{(\theta * g)^{\prime}(z)}{p z^{p-1}}\right)>\sigma(-1) \tag{3.10}
\end{equation*}
$$

and the result (3.10) is best possible.

Proof. From (1.3) and (3.8), we get

$$
\begin{aligned}
\frac{(\psi * g)^{\prime}(z)}{p z^{p-1}} & =1+\sum_{k=p+1}^{\infty}[1+\lambda(k-p)] b_{k} \frac{\left(\alpha_{1}\right)_{k-p} \ldots\left(\alpha_{r}\right)_{k-p} k}{\left(\beta_{1}\right)_{k-p} \ldots\left(\beta_{s}\right)_{k-p} p} \frac{z^{k-p}}{(k-p)!} \\
& =w(z)+\lambda z w^{\prime}(z)
\end{aligned}
$$

where

$$
\begin{aligned}
w(z) & =1+\sum_{k=p+1}^{\infty} b_{k} \frac{\left(\alpha_{1}\right)_{k-p} \ldots\left(\alpha_{r}\right)_{k-p} k}{\left(\beta_{1}\right)_{k-p} \ldots\left(\beta_{s}\right)_{k-p} p} \frac{z^{k-p}}{(k-p)!} \\
& =\frac{(\theta * g)^{\prime}(z)}{p z^{p-1}} \quad(z \in \mathbb{U})
\end{aligned}
$$

By hypothesis $\psi(z) \in \mathcal{N}_{p}(g ; m, A, B)$, then the assertions (3.9) and (3.10) follow directly by applying the same procedure as adopted in the proof of Theorem 1.

Theorem 3.3. If $f(z) \in \mathcal{A}_{p}$ such that

$$
\begin{equation*}
(1-\alpha) \frac{\left(\mathcal{K}_{p, \gamma}(f) * g\right)(z)}{z^{p}}+\alpha \frac{(f * g)(z)}{z^{p}} \prec\left(\frac{1+A z}{1+B z}\right)^{m} \quad(\alpha>0, z \in \mathbb{U}) \tag{3.11}
\end{equation*}
$$

where $\mathcal{K}_{p, \gamma}$ is defined by (2.7), then

$$
\begin{equation*}
\frac{\left(\mathcal{K}_{p, \gamma}(f) * g\right)(z)}{z^{p}} \prec \rho(z) \prec\left(\frac{1+A z}{1+B z}\right)^{m} \quad(z \in \mathbb{U}), \tag{3.12}
\end{equation*}
$$

with $\rho(z)$ given by
$\rho(z)=\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i}{ }_{2} F_{1}\left(i, 1 ; 1+\frac{p+\gamma}{\alpha} ; \frac{B z}{1+B z}\right)$ and $\rho(z)$ is the best dominant of (3.12). Also

$$
\begin{equation*}
\Re\left(\frac{\left(\mathcal{K}_{p, \gamma}(f) * g\right)(z)}{z^{p}}\right)>\rho(-1) \tag{3.13}
\end{equation*}
$$

The result (3.13) is sharp.
Proof. It follows from (2.7) that

$$
\begin{equation*}
z\left(\mathcal{K}_{p, \gamma}(f) * g\right)^{\prime}(z)=(\gamma+p)(f * g)(z)-\gamma\left(\mathcal{K}_{p, \gamma}(f) * g\right)(z) \tag{3.14}
\end{equation*}
$$

and if we assume that

$$
\frac{\left(\mathcal{K}_{p, \gamma}(f) * g\right)(z)}{z^{p}}=q(z),
$$

then following the same process as in the proof of Theorem 1, we arrive at the desired results (3.12) and (3.13).

Putting $m=\alpha=1$ in Theorem 3 and observing that

$$
\left(\mathcal{K}_{p, \gamma}(f) * g\right)(z)=\frac{\gamma+p}{z^{\gamma}} \int_{0}^{z} t^{\gamma-1}(f * g)(t) d t \quad\left(f \in \mathcal{A}_{p}, z \in \mathbb{U}\right)
$$

we get the following:
Corollary 3.2. If $f(z) \in \mathcal{A}_{p}$ such that

$$
\frac{(f * g)(z)}{z^{p}} \prec \frac{1+A z}{1+B z} \quad(z \in \mathbb{U})
$$

then

$$
\Re\left(\frac{\gamma+p}{z^{\gamma+p}} \int_{0}^{z} t^{\gamma-1}(f * g)(t) d t\right)>\xi \quad(z \in \mathbb{U})
$$

where

$$
\xi= \begin{cases}\frac{A}{B}+\left(1-\frac{A}{B}\right)(1-B)^{-1}{ }_{2} F_{1}\left(1,1 ; p+\gamma+1 ; \frac{B}{B-1}\right) & (B \neq 0) ; \\ 1-\frac{p+\gamma}{p+\gamma+1} A & (B=0)\end{cases}
$$

and the result is best possible.
A special case of Corollary 2 when

$$
A=1-2 \beta(0 \leq \beta<1), \quad B=-1, \quad p=1 \quad \text { and } \quad g(z)=z /(1-z)
$$

would immediately yield the following result.
Corollary 3.3. If $f(z) \in \mathcal{A}$ and

$$
\Re\left(\frac{f(z)}{z}\right)>\beta \quad(0 \leq \beta<1 ; z \in \mathbb{U})
$$

then

$$
\Re\left(\frac{\gamma+1}{z^{\gamma+1}} \int_{0}^{z} t^{\gamma-1} f(t) d t\right)>\xi^{*}
$$

where

$$
\xi^{*}=\beta+(1-\beta)\left({ }_{2} F_{1}\left(1,1 ; \gamma+2 ; \frac{1}{2}\right)-1\right)
$$

Remark 2. Corollary 3 provides an improvement of the result due to Obradovic [12].
Theorem 3.4. If $f(z) \in \mathcal{M}_{p}(g ; \alpha, m, A, B)$, then
$(1-\alpha) \frac{\left(\left(\mathcal{K}_{p, \gamma} f\right) * g\right)(z)}{z^{p}}+\frac{\alpha}{p} \frac{\left(\left(\mathcal{K}_{p, \gamma} f\right) * g\right)^{\prime}(z)}{z^{p-1}} \prec \tau(z) \prec\left(\frac{1+A z}{1+B z}\right)^{m} \quad(z \in \mathbb{U})$,
where $\mathcal{K}_{p, \gamma}$ is defined by (2.7) and the function $\tau(z)$ is given by
$\tau(z)=\left(\frac{A}{B}\right)^{m} \sum_{i=0}^{m} \frac{(-m)_{i}}{i!}\left(\frac{A-B}{A}\right)^{i}(1+B z)^{-i}{ }_{2} F_{1}\left(i, 1 ; 1+p+\gamma ; \frac{B z}{1+B z}\right)$,
which is the best dominant of (3.15).
Also

$$
\begin{equation*}
\Re\left((1-\alpha) \frac{\left(\left(\mathcal{K}_{p, \gamma} f\right) * g\right)(z)}{z^{p}}+\frac{\alpha}{p} \frac{\left(\left(\mathcal{K}_{p, \gamma} f\right) * g\right)^{\prime}(z)}{z^{p-1}}\right)>\tau(-1) \tag{3.16}
\end{equation*}
$$

and the result (3.16) is the best possible.
Proof. Let $f(z) \in \mathcal{M}_{p}(g ; \alpha, m, A, B)$, and assume that

$$
\begin{equation*}
(1-\alpha) \frac{\left(\left(\mathcal{K}_{p, \gamma} f\right) * g\right)(z)}{z^{p}}+\frac{\alpha}{p} \frac{\left(\left(\mathcal{K}_{p, \gamma} f\right) * g\right)^{\prime}(z)}{z^{p-1}}=q(z) . \tag{3.17}
\end{equation*}
$$

Now using the identity (3.14) in (3.17) and differentiating the resulting equation with respect to $z$, we obtain

$$
\begin{aligned}
(1-\alpha) \frac{(f * g)(z)}{z^{p}}+\frac{\alpha}{p} \frac{(f * g)^{\prime}(z)}{z^{p-1}} & =q(z)+\frac{z q^{\prime}(z)}{\gamma+p} \\
& \prec\left(\frac{1+A z}{1+B z}\right)^{m} \quad(z \in \mathbb{U}),
\end{aligned}
$$

which on using Lemma 1 (when $\gamma$ is replaced by $\gamma+p$ ) yields

$$
q(z) \prec(\gamma+p) z^{-(\gamma+p)} \int_{0}^{z} t^{(\gamma+p)-1}\left(\frac{1+A t}{1+B t}\right)^{m} d t .
$$

The assertion (3.15) and the estimate (3.16) can now be deduced on the same lines as given in the proof of Theorem 1. This evidently completes the proof of Theorem 4.

Remark 3. It may be worthwhile to point out here that an extended form of the above result (Theorem 4) can be established if one uses a generalized form of the fractional calculus operator $D_{0, z}^{\left(\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma\right)}$ (see [14]) instead of the operator $\mathcal{K}_{p, \gamma}(f)(z)$ defined here (in the corrected form) by

$$
D_{0, z}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f(z)=\frac{d^{n}}{d z^{n}} I_{0, z}^{\alpha, \alpha^{\prime}, \beta+n, \beta^{\prime}, n-\gamma} f(z) \quad(n-1 \leq \gamma<n ; n \in \mathbb{N})
$$

where $I_{0, z}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f(z)$ denotes the generalized fractional integral operator [14, p. 2]. Incidentally, the image formula [14, p. 4, Eqn. (2.2)] for the function $z^{k}$ under the operator $D_{0, z}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} f(z)$ needs to be corrected to the form

$$
\begin{aligned}
& D_{0, z}^{\alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma} z^{k}=\frac{d^{m}}{d z^{m}} I_{0, z}^{\alpha, \alpha^{\prime}, \beta+m, \beta^{\prime}, m-\gamma} z^{k} \\
& =\frac{\Gamma(1+k)\left(\Gamma\left(1+k-\alpha^{\prime}+\beta^{\prime}\right) \Gamma\left(1+k-\alpha-\alpha^{\prime}-\beta-\gamma\right)\right.}{\Gamma\left(1+k+\beta^{\prime}\right) \Gamma\left(1+k-\alpha^{\prime}-\beta-\gamma\right) \Gamma\left(1+k-\alpha-\alpha^{\prime}-\gamma\right)} z^{k-\alpha-\alpha^{\prime}-\gamma} \\
& \quad\left(\gamma \geq 0 ; \alpha, \alpha^{\prime}, \beta, \beta^{\prime}, \gamma \in \mathbb{R} ; k>\max \left(0, \alpha^{\prime}-\beta^{\prime}, \alpha+\alpha^{\prime}+\beta+\gamma\right)-1\right)
\end{aligned}
$$

Theorem 3.5. Let

$$
f \in \mathcal{A}_{p} ; \quad 0 \leq \alpha<p ; \quad 0<m \leq 1 ; \quad-1 \leq a<\frac{1}{m}-1 \quad \text { and } \quad-1<A<1
$$

Suppose also that

$$
\frac{(f * g)(z)}{z^{p}} \neq 0 \quad(z \in \mathbb{U})
$$

and

$$
\begin{equation*}
\left(\frac{(f * g)(z)}{z^{p}}\right)^{a}\left((1-\alpha) \frac{(f * g)(z)}{z^{p}}+\frac{\alpha}{p} \frac{(f * g)^{\prime}(z)}{z^{p-1}}\right) \prec h(z)(z \in \mathbb{U}), \tag{3.18}
\end{equation*}
$$

where

$$
h(z)=\left(\frac{1+A z}{1-z}\right)^{m(a+1)}\left(1+\frac{\alpha m(A+1) z}{p(1-z)(1+A z)}\right)
$$

then

$$
\frac{(f * g)(z)}{z^{p}} \prec\left(\frac{1+A z}{1-z}\right)^{m}
$$

Proof. Define a function $\Lambda(z)$ by

$$
\begin{equation*}
\Lambda(z)=\frac{(f * g)(z)}{z^{p}} \quad(z \in \mathbb{U}) \tag{3.19}
\end{equation*}
$$

We note that the function $\Lambda(z)$ is of the form (3.4) and analytic in $\mathbb{U}$ with $\Lambda(0)=1$. Differentiating (3.19) with respect to $z$, then the subordination (3.18) becomes

$$
\begin{equation*}
[\Lambda(z)]^{a+1}+\frac{\alpha}{p}[\Lambda(z)]^{a} z \Lambda^{\prime}(z) \prec h(z) . \tag{3.20}
\end{equation*}
$$

By setting

$$
\begin{equation*}
q(z)=\left(\frac{1+A z}{1-z}\right)^{m}, \quad \theta(w)=w^{a+1} \quad \text { and } \quad \phi(w)=\frac{\alpha}{p} w^{a} \tag{3.21}
\end{equation*}
$$

and noting that $q(z)$ is analytic and univalent in $\mathbb{U}$ with $q(0)=1$, and also both $\theta(w)$ and $\phi(w)$ are analytic with $\phi(w) \neq 0$ in $C \backslash\{0\}$. We observe further that

$$
\begin{equation*}
Q(z)=z q^{\prime}(z) \phi[q(z)]=\frac{\alpha m(1+A) z(1+A z)^{m(a+1)-1}}{p(1-z)^{a(m+1)+1}} \tag{3.22}
\end{equation*}
$$

is univalent and starlike in $\mathbb{U}$, since

$$
\begin{aligned}
\Re\left(\frac{z Q^{\prime}(z)}{Q(z)}\right) & =\Re\left[1+(a m+m-1) \frac{A z}{1+A z}+(a m+m+1) \frac{z}{1-z}\right] \\
& >1-\frac{(a m+m-1)|A|}{1+|A|}-\frac{a m+m+1}{2} \\
& =\frac{(1-m(a+1))(1+3|A|)}{2(1+|A|)}>0
\end{aligned}
$$

Also, we infer that

$$
h(z)=\theta[q(z)]+Q(z)=\left(\frac{1+A z}{1-z}\right)^{m(a+1)}\left(1+\frac{\alpha m(A+1) z}{p(1-z)(1+A z)}\right)(z \in \mathbb{U})
$$

and

$$
\begin{align*}
\Re\left(\frac{z h^{\prime}(z)}{Q(z)}\right) & =\Re\left(\frac{\theta^{\prime}[q(z)]}{\phi[q(z)]}+\frac{z Q^{\prime}(z)}{Q(z)}\right)  \tag{3.23}\\
& =\frac{p(a+1)}{\alpha}+\Re\left(\frac{z Q^{\prime}(z)}{Q(z)}\right) \geq 0 \quad(z \in \mathbb{U} ; \alpha \neq 0)
\end{align*}
$$

for $z \in \mathbb{U}$. The inequality (3.23) thus shows that the function $h(z)$ is close-toconvex and univalent in $\mathbb{U}$, and it follows from (3.20)-(3.23) that

$$
\theta[\Lambda(z)]+z \Lambda^{\prime}(z) \phi[\Lambda(z)] \prec \theta[q(z)]+z q^{\prime}(z) \phi[q(z)]=h(z) .
$$

Therefore, by virtue of Lemma 2, we conclude that $\Lambda(z) \prec q(z)$, which completes the proof of Theorem 5 .

Since

$$
h(z)=1+\frac{1}{1-z}-\frac{1}{1+A z}
$$

takes real values of $z$ with $h(0)=1$, and $h(\mathbb{U})$ is symmetric with respect to the real axis and

$$
\Re\{h(z)\}>\frac{3}{2}-\frac{1}{1-|A|} \quad(z \in \mathbb{U})
$$

therefore, by letting

$$
m=\alpha=p=1 \quad \text { and } \quad a=-1
$$

in Theorem 5, we obtain the following result.
Corollary 3.4. Let

$$
-1<A<1 \quad \text { and } \quad \frac{(f * g)(z)}{z} \neq 0 \quad(z \in \mathbb{U})
$$

If $f(z) \in \mathcal{A}_{p}$ satisfies

$$
\Re\left(\frac{z(f * g)^{\prime}(z)}{(f * g)(z)}\right)>\frac{3}{2}-\frac{1}{1-|A|}
$$

then

$$
\frac{(f * g)(z)}{z} \prec \frac{1+A z}{1-z} .
$$

Further, on setting

$$
A=0 \quad \text { and } \quad g(z)=\frac{z}{1-z}
$$

in Corollary 4, we get

Corollary 3.5. Let

$$
\frac{f(z)}{z} \neq 0 \quad(z \in \mathbb{U}) .
$$

If $f(z) \in \mathcal{A}$ satisfies

$$
\Re\left(\frac{z f^{\prime}(z)}{f(z)}\right)>\frac{1}{2},
$$

then

$$
\frac{f(z)}{z} \prec \frac{1}{1-z} .
$$

Remark 4. We observe that if we use the parametric substitutions given by (1.5) (with $p=1$ ), apply the identity (1.6) for $p=1$, then Theorem 5 corresponds to the result given in [2, p. 535, Theorem 2.2].
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