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ABSTRACT. In the present investigation sufficient conditions are found for certain subclass
of normalized analytic functions defined by Hadamard product. Differential sandwich the-
orems are also obtained. As a special case of this we obtain results involving Ruscheweyh

derivative, Salagean derivative, Carlson-shaffer operator, Dziok-Srivatsava linear operator,
Multiplier transformation.

1. Introduction

Let A denote the class of analytic functions of the form

(1.1) f(z) ::z—l—Zanz".

For two functions f(z) defined as in (1.1) and g(z) = z+ >, by 2™ the Hadamard
product or convolution of f(z) and g(z), denoted by (f * g)(z), is defined by

(f*g)(z) =2+ Z anbpz".
n=2

For Oéj € (C7(j = 172a"' 7l) and ﬁj G(C\{O7_17_27_37}7(j = 1a27"' 7m)7
the Dziok-Srivatsava linear operator [7] for functions in A is defined as follows:

HY () f(2) ==z + Z Thanz",
n=2
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where

(al)nfl te (Oél)nq

(B)n—1 (Br)n—1(Dn-1’
where (M), is the Pocchhammer symbol defined by

(1.2) r, =

W=t X0+ DA +2) - (A dn—1) (h=1,2.3,---).

On defining g(2) = z + > oo, [',2", we see that (f x g)(z) = H'™(an) f(2).
By taking I =2,m =1,a; = a,as = 1 and 31 = ¢ we see that

(/ *9)(2) = H* (@)f(2) = L(a.0)(2).
where L(a,c¢)f(z) denotes the Carlson-Shaffer linear operator [5].

z n+A\"
T (A>=1), 24> 2 yn™a,z" and z+Y ., (1 I)\> 2"
as g(z), we find (f * g)(z) as D f(2), D™ f(2) and I(r, \)f(z) respectively, where
D>, D™, and I(m, \) denotes Ruscheweyh derivative of order ) , Saldgean derivative
of order m and Multiplier transformation.

Let ‘H denotes the class of all analytic functions defined on the open unit disk
A = {z € C: |z| < 1} and H]a,n] be the subclass of H consisiting of functions
of the form f(z) = a + a,2" + ap412" " + -+ -. For two analytic functions f and
F, we say F' is superordinate to f, if f is subordinate to F. Let p,h € H and let
é(r,s,t;2) : C3 x A — C. If p and ¢(p(2), 2p'(2), 22p”(2); 2) are univalent and if p
satisfies the second order superordination

(1.3) h(z) < ¢(p(z), 29 (2), 2°D" (2); 2),

On choosing

then p is the solution of the differential superordination (1.3). An analytic function
q(z) is called subordinant, if q(z) < p(z) for all p(z) satisfying (1.3). A univalent
subordinant ¢(z) that satisfies ¢(z) < ¢(z) for all subordinants ¢(z) of (1.3), is
said to be best subordinant. Recently Miller and Mocanu [3] considered certain
first and second order differential superordinations. Using the results of Miller and
Mocanu [3], Bulboacd have considered certain classes of first order differential
superordinations [2] as well as superordination preserving integral operators [1].

In the present investigation we obtain the sufficient conditions for normalized
analytic functions f(z) to satisfy
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where g(z) is the fixed analytic function in A.
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2. Preliminaries
For the present study we may need the following definitions and results.

Definition 2.1 ([3, Definition 2, p.817]) . Denote by Q, the set of all functions
f(z) that are analytic and univalent in A\ E(f), where

B(f)i={¢ € 07+ lim f(2) = o0}
and are such that f/(¢) # 0 for ¢ € A\ E(f).

Theorem 2.1 (cf. Miller and Mocanu [4, Theorem 3.4h, p.132]) . Let q(z) be
univalent in A and 0 and ¢ be analytic in a domain D containing q(A) with ¢(w) #

0, when w € q(A). Set Q(z) = 2¢'(2)p(q(2)), h(z) = 0(q(2)) + Q(2). Suppose that

(i) Q(z) is starlike univalent in A and

(i) R { Zh'(z)} >0 forz € A.

Q(z)
If p is analytic in A with p(A) C D and
(2.1) 0(p(2)) + 20/ (2)8((p(2)) < 0(a(2)) + 2¢'(2)p(q(2))
then
p(z) < q(2)

and q(z) is the best dominant.

Theorem 2.2 ([2]) Let q(z) be univalent in A and 0 and ¢ be analytic in domain
D contammg q(A). Suppose that

(1) )) OforzeAand

q(2)

(il) Q(2) = 2¢'(2)@(q(z)) is starlike univalent in A.

Ifpe H[ (0),1]1N wzth p(A) C D and 0(p(2)) + 20/ (2)p(p(2)) is univalent in A,
and

(2.2) 0(q(2)) + 2¢'(2)¢(a(2)) < 0(p(2)) + 2p'(2)p(p(2)),
then

q(z) < p(2)
and q(z) is the best subordinant.

3. Main results

Throughout this paper we assume that «, 3,7 and § are complex numbers and

§ #0.
Theorem 3.1. Let q(z) be a convex univalent in A with q(0) = 1. Assume that

- R[HODE O,
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Let
e gPUrg @) (P9 (2)N
32 o) = e S (TR
s 2Z(f*9)’(Z)}
(f*9)'(2) (f*9)(2) |
If fe Aand
(33) V() <t Ba(a) + () + 0L E,
then

22(f *9)'(2)
= < q(z
TroGp <1
and q(z) is the best dominant.
Proof. Define the functions p(z) by

22(f *9)'(2)
[(f *g)(2)]*

Then clearly p(z) is analytic in A. Also by a simple computation, we find from
(3.4) that

(3.4) p(2) =

2(f+9)(2) 2(f+9)(2)\
(35) v =t SErome T ( [(f*g)(z)]2>
U 9@ 229V @] _ gy s )
TG U9 }‘ T p(E) P () + I
In view of (3.5) the subordination (3.3) becomes

)
2 (2)

p(2)

a+ Bp(z) +yp*(2) + 6

5
and this can be rewritten as (2.1), where 8(w) := a + fw + yw? and ¢(w) = P

Note that #(w) and ¢(w) are analytic in C\ {0}. Since 6 # 0, we have ¢(w) # 0.
Let the functions Q(z) and h(z) defined as




On Sufficient Conditions 51

2q'(2)
q(z)

In light of hypothesis of Theorem 2.1, we see that Q(z) is starlike and

R{HE) _p[MOABEE) ) () )

Hence the result follows as an application of Theorem 2.1. O

h(z) == a+ Bq(z) +v¢*(2) + 6

By taking « = 8 =~y =0and § =1 in Theorem we get the following result of
Ravichandran et.al.[10].

Corollary 3.2. If f(z) € A and
(2f(2))" _ 22f'(2) _ 24'(2)

f'(2) f(2) q(z) '

then
22f'(2)
f2(z)

Theorem 3.3. Let q(z) be convex univalent in A with q(0) = 1 and satisfies

(3.6) 3%{ﬁq(Z) + ?7(‘1(3))2} >o.
If fe A0 # W € H[1,1] N Q and ¥(z) as defined by (3.2) is univalent in
A, then
2q'(2)
(3.7) a+0q(z) +7¢*(2) +6 o) Sve
implies ,
Z(f*g9) (2
N (O

and q(z) is best subordinant.

Proof. In view of (3.5) the superordination (3.7) becomes

2q'(2)
q(2)

zp'(2)

p(2)

and this can be written as (2.2), where 8(w) = o + fw + yw? and ¢(w) = %. Note
that 6(w) and ¢(w) are analytic in C\ {0}. In light of hypothesis of Theorem 2.2,

we see that , )
() neper)

a+ Bq(z) +7¢*(z) + 0 < a+ p(z) +p*(z) + 0
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Hence the result follows as an application of Theorem 2.2. O

By combining Theorem 3.1 and Theorem 3.3 we get the following sandwich
result.

Theorem 3.4. Let q1(z) and g2(2) be convex univalent functions defined on A with
@1(0) = qg(O) = 1 where q1(z) satisfies (3.6) and qa2(z) satisfies (3.1). Let f € A
and 0 # % € H[1,1] N Q and ¥ (2) as defined by (3.2) is univalent in A,
then

2q1(2) 2 2q3(2)
1( ) <’¢)( )<Q+BQQ(Z)+7(]2(’2)+5 QQ(Z)

a+ Baqr(z) + 143 (2) + 6

implies
2(fxg) (2
N (ErIEE

where q1(z) and q2(2) are respectively the best subordinant and best dominant.

=< q2(2),

By taking g(z) = 2+ > - ,I',2" in Theorem 3.4, where T',, is as defined in
(1.2), we get the following result involving Dziok-Srivatsava operator.

Corollary 3.5. Let q1(z) and g2(z) be convexr univalent functions defined on A with
q1(0) = ¢2(0) = 1 where q1(z) satisfies (3.6) and q2(z) satisfies (3.1). Let f € A

andO#%ﬁWGH[l 11N Q and

LGP @SR (R @) f ()]
P(z) = a+p [HEm (00) £(2))2 7{ [HE™ (o) f(2))? ]
(zH"™(an) f(2))"  22(H"™(n) f >l

P E )2y B a)f

18 univalent in A then

2q1(2) , 2a(2)
() <(2) < a4+ Ba(2) +vg5(2) +6 o)

a+ Bai(z) + ¢ (2) + 6

implies
2Z2[HY™ (o) f(2)])
q1(z) < [HE™ () f(2)]?

=< q2(2),

where q1(z) and g2(z) are respectively the best subordinant and best dominant.

By taking l = 2,m = 1,017 = a,a5 = 1 and ; = ¢ in Corollary 3.5 we get the
following result involving Carlson-Shaffer linear operator.

Corollary 3.6. Let q1(z) and g2(z) be conver univalent functions defined on A
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with g1(0) = q2(0) = 1, where q1(z) satisfies (3.6) and q2(z) satisfies (3.1). Let

fGAandO#WEH[l 11N Q and

(L(a,) (=)'
(L(a, O f(2))2 ”L L{a,)f <z>>2]
2L(a,0)f(2))"  2:(L(a, ><>>'}
L@ f(x)  Laof()

1s untvalent in A then

a+ Bai(2) + 747 (2) + 5Zq6111(iz)) < (2) < a+ Baa(2) +745(2) + 5quf((;))
implies
o) < FL@ory

(L(a, ) f(2))?

where q1(z) and q2(2) are respectively the best subordinant and best dominant.

By fixing g(z) = W in Theorem 3.4 we get the following result involving
Ruscheweyh derivative.

Corollary 3.7 Let q1(z) and g2(z) be convex univalent functions defined on A with
¢1(0) = qg(O) = 1 where q1(2) satisfies (3.6) and q2(z) satisfies (3.1). Let f € A

ando#gfi(f)z))g)eH[l 11N Q and

2(D () 2(DM()'] (zDMf(2))" _ 22(D*f(2))
2yie)a [ (DX f(2))? ] +5{ (DA f(2)) D f(z)

s univalent in A, then

() = a+ B

a+ Bq1(z) + 74 (2) + 5Zq611/1(f)) < P(2) < a+ Baa(z) + g3 (2) + 5quf((;))
mmplies
22 A Py /
q1(z) < m < q2(2),

where q1(z) and g2(z) are respectively the best subordinant and best dominant.

By fixing g(z) = z + > oy (’1\12) 2™ we get the following result involving
Multiplier transformation.

Corollary 3.8. Let q1(2) and g2(z) be conver univalent functions defined on A
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with ¢1(0) = qg(O) = 1, where q1(z) satisfies (3.6) and qz2(z) satisfies (3.1). Let
1

(
fEAandO#%eH[l 1N Q and

o g2 U m N R)) 2(I(m, N f(2))']?
06 = B g e
(zI(m, A) f(2)"  2z2(I(m,\)f(

is univalent in A, then

a+ B (2) + 741 (2) + 5quli((:;) < 9(2) < @+ Baa(2) + 745 (2) + 52/2((;))
implies )
Zdm )
2 < o e 2@

where q1(z) and g2(2) are respectively the best subordinant and best dominant.

By taking A = 0 in the Corollory 3.8 we get the following result involving
Salagean derivative.

Corollary 3.9. Let q1(2) and g2(z) be conver univalent functions defined on A
with q1(0) = ¢2(0) = 1, where q1(z) satisfies (3.6) and g2(z) satisfies (3.1). Let
fEAandO#%eH[l 11N Q and

2D f(z)
[D™ f(2)]?

is univalent in A, then

mlz2 (D™ f(2))! mt1 £ (,
W(2) = a+ 3 ZD*f()] +5{(D f(z))" 2D f(2)

7 { D f () Drrif(s) | Dnf(2)

A0 2(2) + 5720)
o+ Bar(z) +7ar(2) +07 5 < 9(z) < ot Baa(z) +7a2(2) + 07

implies
2D™HLf(2)
1) < o

where q1(z) and q2(2) are respectively the best subordinant and best dominant.

=< q2(2),

By taking g(z) = 1%

z

,a=0,8=1and vy =0 we get the following result.

Corollary 3.10. Let q1(z) and g2(2) be convex univalent functions defined on A
with q1(0) = g2(0) = 1 where q1(2) satisfies

%{qléz)} >0




On Sufficient Conditions 55

and q2(2) satisfies

1) q2(2)
Let f € A and 0 # 21 € H[1,1)0 Q and

_ 2R, [EFE) 22f’<Z)]

P(2) :

<f<z>>2”[ e 16

1s univalent in A then

2q1(2) 2q5(2)
e A AR AE)
implies ,
q(z) < L(Z) =< q2(2),

(f(2))?

where q1(z) and q2(2) are respectively the best subordinant and best dominant.
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