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Analysis of Link Error Effects in MANET Address
Autoconfiguration Protocols

Sang-Chul Kim and Jong-Moon Chung

Abstract: This paper focuses on message complexity performance
analysis of mobile ad hoc network (MANET) address autoconfigu-
ration protocols (AAPs) in reference to link errors generated by
mobile wireless nodes. An enhancement was made using a pro-
posed retransmission limit, S, to be computed for error recovery
(based on the link error probability), to measure message complex-
ity of AAPs in reference to the link error probability, Pe. The con-
trol procedures for the retransmission limit have been included for
each of the AAPs. Retransmission limit control is critical for effi-
cient energy consumption of MANET nodes operating on limited
portable energy. O-notation has been applied to analyze the upper
bound of the number of messages generated by a MANET group of
nodes. The AAPs investigated in this paper are strong duplicate ad-
dress detection (DAD), weak DAD with proactive routing protocol
(WDP), weak DAD with on-demand routing protocol (WDO), and
MANETConf. Each AAP reacts different to link errors, as each
AAP has different operational procedures. The required number
of broadcasting, unicasting, relaying, and received messages of the
nodes participating in a single-node joining procedure is investi-
gated to asymptotically calculate the message complexity of each
AAP. Computer simulation was conducted and the results have
been analyzed to verify the theoretical message complexity bounds
derived. The message complexity of WDP was lowest, closely fol-
lowed by WDO, based on the simulation results and analysis of the
message complexity under nominal situations. The message com-
plexity of MANETConf was higher than WDO, and strong DAD
resulted to be most complex among the four AAPs.

Index Terms: Address autoconfiguration protocol (AAP), ad hoc
network, link error, message complexity, node mobility.

I. INTRODUCTION

Mobile ad hoc network (MANET) is a wireless network com-
posed of mobile nodes that have self-organizing and routing
capabilities to communicate with one another over multi-hop
wireless links without any fixed communication infrastructure
(e.g., base station). MANET applications are increasing, based
on new services that apply wireless sensor networks and mo-
bile communication multihop relay connectivity. The major-
ity of wireless network protocols are based on Internet proto-
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col (IP) networks, especially for interoperability with heteroge-
neous networks. In order to receive IP packets, the IP address
of a mobile node must be properly set to belong to the subnet in
which it is logically located. The IP address must not overlap
with other nodes of the network. IP networks with mobile nodes
face two major challenges. One challenge is to maintain an IP
address and routing path suitable for communication with the
network, even when the node moves to another network. This
process needs to be executed quickly and with as low complexity
as possible. Another challenge is to overcome the instability of
the wireless channel the mobile node experiences. The routing
protocol needs to quickly adapt to the changing network topol-
ogy, due to node mobility. Since network topology is based on
the addresses and positions of the mobile nodes, the longer the
address reconfiguration takes, the routing path setup will be that
much more delayed.

MANET nodes directly send data packets to a destination
node through routes, therefore, nodes need to have up-to-date
routing tables proactively set for all the nodes, or need to find
routes on-demand [1]. In MANETs, IP addresses of nodes are
checked to determine if the connection and identification of the
mobile nodes are properly configured [2]. Therefore, it is essen-
tial for all nodes to be able to perform the operations required
for configuration of unique addresses to execute proper routing
of data packets in a MANET. Address autoconfiguration is an
important issue in MANETs, since address pre-configuration is
not always possible.

This paper is organized as follows. In the following sub-
sections of Section I, an overview of address autoconfiguration
protocol (AAP) is presented followed by a brief description of
the performance analysis approach and issues regarding node
mobility. Section II first presents a system model definition,
then presents several lemmas and proofs that derive the message
complexity of strong duplicate address detection (DAD), weak
DAD, and MANETConf. Section III provides computer simula-
tion results and performance analysis, and Section IV states the
conclusion.

A. AAPs Overview

AAPs can be classified as either a stateless or stateful [3].
Dynamic host configuration protocol (DHCP) is the most repre-
sentative example of a stateful protocol. When DHCP is applied,
a DHCP server assigns IP addresses to unconfigured nodes and
keeps the state of address information in an address allocation
table. In stateless protocols, a node can select an address and ver-
ify its uniqueness in a distributed manner using an algorithm for
DAD [4]. Using a DAD algorithm, an addressless node can de-
termine if the selected address can be used. Nodes with assigned
addresses can prevent other nodes from accidentally using their
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Table 1. Acronym table [*: Variable].

Acronym Message Acronym Message

AB Abort LS Link state

AC Address cleanup NR Neighbor reply

AD Advertised NQ Neighbor query

AE Address error RP Route reply

AL Allocated RQ Route request

AO Allocation RT Requester request

AP Address reply m* DAD retry count limit

AQ Address request n* Retry count limit

IR Initiator reply S* Retransmission count limit

IQ Initiator request Pe* Probability of link error

addresses [5].
Algorithms for DAD can be classified as strong DAD, weak

DAD, and MANETConf [6]–[8]. In strong DAD, by sending out
an address request (AQ) message, a node joining the MANET
randomly selects an address and checks if the address is cur-
rently being used in the MANET. Based on address reply (AP)
messages in response to the broadcasted AQ message, the node
can detect if address duplication exists within the MANET [2].
Weak DAD is proposed by [7], where ad hoc routing protocols
are used to detect address duplication, by modification of the
routing protocol packet fields. As a stateful protocol, MANET-
Conf [8] uses a mutual exclusion algorithm for a node to ac-
quire a new IP address. If a requester wishes to acquire an IP
address, the IP address should be approved by all nodes in a
MANET. The acronyms of messages and nomenclatures of the
key variables used in this paper for strong DAD, weak DAD,
and MANETConf are summarized in Table 1.

In related research, Weniger and Zitterbart summarized the
current approach and future directions of address autoconfigura-
tion schemes in MANETs [5]. Jeong et al. [9] studied hybrid ad
hoc IP address autoconfiguration. The authors of [10] proposed
an IP address configuration for Zeroconf. Mohsin and Prakah
[11] introduced an IP address assignment method for MANETs.
Zhou and Mutka [12] investigated prophet address allocation for
large scale MANETs. Weniger [3] proposed a passive autocon-
figuration scheme for MANETs. In [6], the message complex-
ity of AAPs are analyzed for errorless communication environ-
ments.

In the above mentioned papers, strong DAD, weak DAD, and
MANETConf have been introduced as AAPs. To the best of
the authors’ knowledge, the message complexity of these proto-
cols have not been analyzed against error events that might oc-
cur within the AAP execution process. This paper first presents
some additional novel procedures that enable these AAPs (i.e.,
strong DAD, weak DAD, and MANETConf) to stably deal with
error states. It also provides mathematical derivations and mes-
sage complexity analysis when the MANET nodes experience
link error events.

B. Performance Analysis Approach

Many factors influence MANET performance. Reduction of
routing overhead is always a major concern, as it relates to

power consumption of the mobile nodes and also takes up a sig-
nificant portion of the very limited wireless channel resources.
One essential measure of the quality of a MANET routing pro-
tocol is scalability to an increase in MANET nodes.

Message complexity is defined as the overhead of an algo-
rithm measured in terms of the number of messages needed to
satisfy the algorithm’s request. Cao and Singhai use message
complexity and synchronization delay to measure the perfor-
mance of a mutual exclusion algorithm used to effectively share
resources in distributed systems [13]. The authors of [14] use
message complexity to statistically measure the performance of
the cluster-based topology control (CLTC) protocol. In [15], the
authors calculate storage complexity and communication com-
plexity to analyze the scalability of various MANET routing
protocols and introduce the routing overhead of periodically up-
dated LS messages. A detailed investigation to derive the upper
bound of the message complexity, considering erroneous link
conditions, for MANETs has not yet been conducted. There-
fore, in this paper, the upper bounds of the message complexity
of the AAPs for MANETs are derived, based on the link error
probability of the wireless mobile nodes.

To derive the upper bound of message complexity, the general
methodology of [16] is applied, which uses a flowchart to ana-
lyze the time complexity of an image segmentation algorithm
based on the recursive shortest spanning tree (RSST). In [17], it
is pointed out that time complexity is one of the most important
factors to use in comparing different algorithms.

Message complexity of MANET address autoconfiguration
algorithms influenced by link errors is investigated in this pa-
per based on the complexity analysis method of [16], where the
method of adding the upper bounds of the time complexity mea-
sured at each step can be adapted in the proposed algorithm,
since MANET address autoconfiguration algorithms are com-
posed of a sequence of discrete distinctive procedures, where
each step has its own message complexity. Therefore, by sum-
ming the message complexity measured at each step, the mes-
sage complexity of a complex procedure can be calculated. Cor-
respondingly, the method of adding the time complexity mea-
sured at each node to derive the time complexity, can be adapted
in the proposed algorithm since MANET address autoconfigu-
ration algorithms are composed of recursive procedures.

C. Node Mobility Issues

In regards to the mobility factor in MANETs, it is indicated in
[18] that the rate of link failure, due to node mobility, is the main
concern of routing in ad hoc networks. MANET nodes move
around according to their mobility scenarios, while they per-
form routing procedures simultaneously. Many papers deal with
mobility patterns and mobility-based frameworks. Alparslan et
al. [19] propose a generalized random mobility model, classify
the existing mobility models for wireless ad hoc models, and
summarize the assumptions of the movement profiles. The au-
thors indicate that the random mobility model, where a mobility
model indicating the movements of nodes due to a random pro-
cess, is appropriate to evaluate performance. Random mobility
models describe the movement pattern of mobile hosts by con-
secutive random length intervals, called movement epochs. The
velocity and direction for each epoch may or may not be cor-
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related with the previous epoch values. The random waypoint
model (RWP) is a widely used random mobility model used to
measure analytically the performance of MANET routing algo-
rithms [20]. The function of remoteness is used to define the
relative mobility of nodes [21]. In [21], the authors propose a
structure algorithm based on cluster topology, to reduce the far-
reaching effects due to topological changes. Amid et al. investi-
gate current mobility models used in simulation to evaluate the
proposed routing algorithms. They found that the performance
of ad hoc routing algorithms, such as the packet delivery ra-
tio, control overhead, and data packet delay are significantly af-
fected by the mobility models. The authors argue that the current
mobility models are not fully compatible to simulate real-world
movements [22].

In this paper, a generalized approach of link error probability
is considered, in reference to these mobility modeling papers.
The link error probability (Pe) is the same for all inter-node links
within each MANET group. We use this type of approach based
on the fact that different mobility models result in different er-
ror rates under specific conditions. Therefore, the performance
evaluation would be dependent on the mobility model and mo-
bile environment used in the computer simulation. The general-
ized approach of using link error probability provides a level of
independence to any mobility model. Averaging the link error
events to obtain the link error rate, and applying this value to the
link error probability, this paper’s results are directly applicable
to complexity analysis of MANETs that use specific mobility
models.

II. COMPLEXITY ANALYSIS

A MANET is represented as a graph G(V, E) where V is
a finite nonempty set of nodes, which can be represented as
V = {V G

1 , V G
2 , · · · , V G

W } where |V| = W and E is a collec-
tion of pairs of distinct nodes from V that form a link, that can
be represented as E = {EG

1 , EG
2 , · · · , EG

W } [23].
Definition 1: In a MANET P (V, E), broadcasting an

address query (e.g., AQ message in strong DAD, LS, and RQ
messages in weak DAD, or IQ message in MANETConf) mes-
sage by a node is defined as a trial.
1. A success trial is defined as an event in which, after a node

broadcasts an address query message, it does not receive
any AP message (e.g., AP message in strong DAD, AE in
weak DAD, or negative IR message in MANETConf) within
a specific period.

2. A failure trial is defined as an event in which, after a node
broadcasts an address query message, it receives at least
one AP message, within a specific period.

3. A successful address verification procedure is defined from
m consecutive success trials.

(a) For a node to get a verified address, the node has to perform
a sequence of m independent trials, where each trial has to
become a success trial.

(b) In strong DAD, m is defined as a positive number, greater
than one (m > 1).

(c) In weak DAD and MANETConf, since m is set to one (m =
1), the successful address verification procedure is the
same as a success trial.

4. An address verification procedure including any failure
trial results in a failure address verification procedure.

(a) In strong DAD, a failure address verification
procedure is composed of consecutive x − 1 times of
success trials and a failure trial at the xth trial where
x = 1, 2, · · · ,m.

(b) In weak DAD and MANETConf, since m is set to one
(m = 1), the failure address verification procedure
is the same as a failure trial.

5. A session is defined as a sequence of successful and/or
failed procedures. The maximum number of procedures
executed in the session is limited by n in strong DAD, weak
DAD, and MANETConf.

(a) When computing the upper bound in strong DAD, the
worst case of a successful session is composed of n − 1
consecutive failure address verification procedures
and a successful address verification procedure at
the nth address verification procedure. A failure
session is composed of n failure address verification
procedures.

When computing the upper bound in weak DAD and
MANETConf, the worst case of a successful session is com-
posed of n − 1 consecutive failure trials and a success trial
at the nth address verification procedure. A failure session
is composed of n failure trials.

In this paper, the most common flooding method is used to
broadcast an address query message, where every node re-
transmits an AQ message to all one-hop neighbors, whenever
it receives the first copy of the address query message [24].
Since each member node in a MANET will relay the address
query message initiated at node Vi, assuming that the dupli-
cated packet discard scheme is applied, the maximum number
of nodes relaying an address query message is N − 1. There-
fore, the maximum number of address query messages broad-
casted or relayed in the free tree is N . This can be represented
as O(N) in the case of an ideal errorless channel.

For a given link error probability of Pe, the retransmission
count limit value S can be defined based on the network man-
ager’s desired setting, some optimal criteria, and/or the mobile
node’s priority. For a given link error probability, the average
number of transmissions (NT ) required for successful reception
is provided in (1). This can be used as a reference value for the
retransmission count limit value S.

NT = (1 − Pe)−1, for 0 ≤ Pe < 1. (1)

Since a link error can stop propagation of AQ messages, a
node that experiences link errors needs to retry broadcasting the
AQ message to its neighboring nodes. It is assumed that a node
is able to learn of transmission failure using acknowledgments
from the lower layers. Based on the detected link error probabil-
ity, a network controller can set the retransmission count limit
S to a desired value, then the maximum number of address
query messages broadcasted or relayed in the MANET can be
represented as SO(N). The AAPs can now be generalized in
the following definition.

Definition 2: For a MANET with N nodes, SO(N) is the
upper bound of the maximum number of broadcast or relayed
address query messages to assist a node joining the MANET,
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based on a retransmission count limit of S selected in reference
to the link error rate Pe.

Lemma 1: For a MANET routing tree with t nodes in the
maximum length path, SO(t) is the upper bound of the maxi-
mum number of unicast or relayed AP messages to assist a node
joining the MANET, based on a retransmission count limit of S
selected in reference to the link error rate Pe.

Proof: Since each member node in a path of d(j, i) relays
an AP message initiated by the AP source node, the maximum
number of nodes relaying an AP message is t − 2, where the
rule of discarding duplicated messages at a node is adapted, and
node Vi does not relay an AP message. Therefore, the maximum
number of AP messages unicasted or relayed in the free tree is
t−1, where the message complexity bound would be O(t), if the
wireless link was errorless. When the link error probability is
considered, the retransmission count of S is multiplied to O(t).

�
A. Strong DAD

The pseudocode of strong DAD (Algorithm 1) is used to de-
rive the upper bound of the message complexity of the strong
DAD protocol. To compute the upper bound of the message
complexity, a scenario where a node experiences a failure
address verification procedure is considered. Since the pro-
cedure is composed of a total of (m − 1) success trials and
a failure trial at the mth trial, the message complexity of a
failure address verification procedure can be represented
as S(mO(N) + O(t)). The following lemma is based on this.

Lemma 2: S(mO(N) + O(t)) is the upper bound of the
maximum number of broadcast/relayed AQ messages and uni-
cast/relayed AP messages when a node needs to verify its ad-
dress in a MANET with the strong DAD protocol, based on a
retransmission count limit of S selected in reference to the link
error rate Pe, in an address verification procedure.

Proof: The address verification procedure including a
failure trial at the mth trial is composed of (m− 1) success
trials, which gives S(m − 1)O(N) number of broadcasted or
relayed AQ message based on Definition 2, and a failure trial
at the mth trial, which gives SO(N) number of broadcasted
or relayed AQ message based on Definition 2, and SO(t) uni-
cast or relayed AP messages, based on Lemma 1. Therefore, the
message complexity of the failure verification procedure
can be represented as S(m − 1)O(N) + SO(N) + SO(t),
which sums the upper bound of the maximum number of broad-
cast, unicast, and relayed AQ and AP messages in m − 1
success trials and a failure trial at the mth trial. Rearrang-
ing S(m−1)O(N)+SO(N)+SO(t) yields S(mO(N)+O(t)).

�

Lemma 3: In a session, nS(mO(N) + O(t)) is the upper
bound of the maximum number of broadcast/relayed AQ mes-
sages and unicast/relayed AP messages using the strong DAD
protocol, based on a retransmission count limit of S selected in
reference to the link error rate Pe.

Proof: Strong DAD has a session and the maximum
number of retries of the address verification procedure
is limited by n in the session. Since the session consists
of a maximum number n address verification procedures
and the upper bound of the maximum number of address
verification procedures is S(mO(N) + O(t)), based on

Algorithm 1: Pseudocode of strong DAD AAP operations.

while strong DAD AAP do
step 01: A node selects a temporary address and

configures it as its network interface address;
step 02: n = 0, initialization;
step 03: m = 0, initialization;
step 04: n + +, (Increase the retry count (n) by 1);
step 05: m + +, (Increase the DAD retry count (m) by 1);
step 06: The node randomly selects a source address and

forms an AQ message for the address;
step 07: The node broadcasts the AQ;
step 08: if (all MANET nodes receive the AQ in the

situation where there might be link errors in a
MANET == TRUE)[SO(N)] then

step 09: if (an AP arrives at the node before the timer
expires in the situation where there might be
link errors in a MANET == TRUE)[SO(t)]
then

step 10: if (retry count ≤ n) then
step 11: goto step 4; [nS{mO(N)+O(t)}:

Strong DAD with Session] ;
else

step 12: goto step 17;
end

else
step 13: if (DAD retry count ≤ m ) then

step 14: The node replaces the source address
with its address, goto end of while ;

else
step 15: goto step 5;

[S{mO(N)+O(t)}: Strong DAD with
address verification]

end
end

else
step 16: goto step 7;

end
step 17: The node fails to get a source address

end

Lemma 2, the message complexity of the session can be repre-
sented nS(mO(N) + O(t)). �

B. Weak DAD

The pseudocode of weak DAD (Algorithm 2) is used to de-
rive the upper bound of the message complexity of the weak
DAD protocol. In WDP, nodes periodically broadcast LS mes-
sages to inform other nodes of the network topology. In WDO,
only when a source node needs to send data to a destination
node where the source node does not have a route to the desti-
nation, the source node broadcasts a RQ message to find a route
to a destination node and a node, which is the destination node
or a node having a fresh enough route, unicasts a RR messages
in response to the RQ message. When a node finds an address
that is duplicated with an entry in its routing table, after inves-
tigating an address in a LS, RQ, or RR message, the node takes
additional steps to inform other nodes of the duplicated address
[7]. In such a case, the node that was already using the address
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will unicast an AE message to the node that has the duplicated
address [9]. If a node does not find a duplicated address after
investigating an address in a LS, RQ, or RR message, the node
normally relays the LS, RQ, or RR message. The following lem-
mas can be derived based on the above specifications.

Lemma 4: In an address verification procedure, S(O(N) +
O(t)) is the upper bound of the maximum number of broad-
cast/relayed LS messages and unicast/relayed AE messages
when a node needs to verify its address in a MANET using
WDP, based on a retransmission count limit of S selected in
reference to the link error rate Pe.

Proof: The maximum number of messages occurs when
the address verification procedure results in a failure
trial. Since, the failure trial gives SO(N) number of broad-
cast or relayed LS messages based on Definition 2, and SO(t)
unicasted or relayed AP message based on Lemma 1, the mes-
sage complexity of the failure trial can be represented as
S(O(N) + O(t)). This sums the upper bound of the maximum
number of broadcast and relayed LS messages and unicast and
relayed AE messages, where S is introduced to consider the link
errors in a MANET. �

Lemma 5: In a session, nS(O(N) + O(t)) is the upper
bound of the maximum number of broadcast/relayed LS mes-
sages and unicast/relayed AE messages using WDP, based on a
retransmission count limit of S selected in reference to the link
error rate Pe.

Proof: WDP has a session and the maximum number
of retries of the address verification procedure is limited
by n in the session. Since the session consists of n maxi-
mum number of address verification procedure and the up-
per bound of the maximum number of an address verification
procedure is S(O(N)+O(t)), based on Lemma 4, the message
complexity of the session can be represented as nS(O(N) +
O(t)), where n is the number of retry count of the verification
procedures. �

In WDO, a node broadcasts or relays a RQ message and it
can unicast a RP message, if it is a destination node based on
the normal routing procedure. It unicasts an AE message when
a node finds a duplicated address. Based on the above results,
the following Corollaries that are similar to the WDP case are
given.

Corollary 1: In an address verification procedure,
S(O(N) + 2O(t)) is the upper bound of the maximum num-
ber of broadcasted/relayed RQ messages and unicasted/relayed
RP messages and AE messages, when a node needs to verify
its address in a MANET using WDO, based on a retransmission
count limit of S selected in reference to the link error rate Pe.

Proof: The maximum number of messages occurs when
the address verification procedure results in a failure
trial. Since the failure trial gives SO(N) number of broad-
casted or relayed RQ messages based on Definition 2, and
2SO(t) unicasted or relayed RP messages and AE messages
based on Lemma 1, the message complexity of the failure
trial can be represented as S(O(N) + 2O(t)), which sums the
upper bound of the maximum number of broadcasted and re-
layed RQ and unicasted and relayed RP and AE messages. �

Corollary 2: In a session, nS(O(N) + 2O(t)) is the up-
per bound of the maximum number of broadcasted/relayed RQ

Algorithm 2: Pseudocode of weak DAD AAP operations.

while weak DAD AAP do
step 01: A node selects a temporary address and

configures it as its network interface address;
step 02: n = 0, initialization;
step 03: n + +, (Increase the retry count (n) by 1);
step 04: The node randomly selects a source address and

picks a unique key value (e.g., MAC address)
as the identification of the node;

step 05: if (Proactive routing protocol is used == TRUE)
then

step 06: The node broadcasts a LS periodically ;
step 07: if (all MANET nodes receive the LS in the

situation where there might be link errors in a
MANET == TRUE)[SO(N)] then

step 08: if (the node receives an AE for the
selected address in the situation where
there might be link errors in a MANET
== TRUE) [SO(t)] then

step 09: if (retry count ≤ n) then
step 10: goto step 3;

[nS{O(N)+O(t)}: WDP,
nS{O(N)+2O(t)}: WDO]

else
step 11: The node fails to get a source

address, goto end of while;
end

else
step 12: The node replaces the source address

with its address, goto end of while;
end

else
step 13: goto step 6;

end
else

step 14: The node broadcasts RQ when needed;
step 15: if (all MANET nodes receive the RQ in the

situation where there might be link error in a
MANET) [SO(N)] then

else
step 16: if (the node is the destination of a RQ)

then
The node unicasts a RP in the situation where
there might be link errors in a MANET. [SO(t)];

else
step 17: goto step 8;

end
step 18: goto step 14;

end
end

end

messages and unicasted/relayed RP messages and AE messages
in WDO, based on a retransmission count limit of S selected in
reference to the link error rate Pe.

Proof: WDO has a session and the maximum number
of retries of the address verification procedure is limited by
n in the session. Since the session consists of n maximum
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number of address verification procedures and the upper
bound of the maximum number of an address verification
procedure is S(O(N) + 2O(t)) based on Corollary 1, the
message complexity of the session can be represented as
nS(O(N) + 2O(t)) where n is the number of retry count of
the address verification procedure. �

C. MANETConf

In order to derive the upper bound of the message complexity
in MANETConf, the pseudo code of Algorithm 3 is used. When
a node (which is a requestor) tries to join a MANET and to ob-
tain a verified address, it broadcasts a NQ message to its neigh-
bors. When the requestor does not receive any NR messages
before the neighbor reply timer expires, it repeats broadcasting
the NQ message by a threshold number. After finishing the rep-
etition, the requestor decides that there is only one node and
configures itself with the address. The initialization procedure
of MANETConf described above is not considered into the mes-
sage complexity since the message complexity is focused on the
procedures of a single node joining into a MANET group.

If the requestor receives NR messages, the requestor se-
lects an initiator and unicasts a RR message to the initiator.
The message complexity of unicasting the RR message can be
represented as SO(1) where S equals one when the Pe equals
zero. After receiving a RR message, the Initiator broadcasts
an IQ message to all nodes of the MANET group in order to
verify the address of the requestor. The message complexity
of broadcasting the IQ message can be represented as SO(N)
based on Definition 2. Recipient nodes will reply with an af-
firmative or a negative response through the IR message, to the
initiator. The message complexity of unicasting the IR mes-
sage by all nodes in the MANET group can be represented as
SO(tN), since all N nodes unicast IR messages and each IR
message has message complexity SO(t) based on Lemma 1. If
the Initiator receives positive IR messages from all the recipient
nodes, it broadcasts an AO message to all the recipient nodes
of the MANET group. The message complexity of broadcasting
the AO message can be represented as SO(N), based on Defini-
tion 2. If the initiator receives negative IR messages from the
recipient nodes, it selects another address and repeats the step of
broadcasting IQ and receiving IR messages until the retry count
reaches the initiator request retry, set to n in this paper. The
following lemma can be derived based on these results.

Lemma 6: In an address verification procedure of a sin-
gle node joining case, SO((t + 1)N) is the upper bound of the
maximum number of broadcast/relayed IQ messages and uni-
cast/relayed IR messages, when a node needs to verify its ad-
dress in a MANET with MANETConf, based on a retransmis-
sion count limit of S selected in reference to the link error rate
Pe.

Proof: The maximum number of messages occurs when
the address verification procedure results in a failure
trial. Since, the failure trial gives SO(N) broadcast or re-
layed IQ messages based on Definition 2, and SO(tN) uni-
cast/relayed IR messages based on Lemma 1, the message com-
plexity of the failure trial can be represented as S(O(N) +
O(tN)). This sums the upper bound of the maximum number of
broadcast and relayed IQ and unicast and relayed IR messages.

Algorithm 3: Pseudocode of MANETConf AAP operations.

while MANETConf AAP do
step 01: A requester (new joining node) selects an initiator

and unicasts RR to the initiator [SO(1)] ;
step 02: n = 0, initialization;
step 03: n + +, (Increase the retry count (n) by 1);
step 04: The initiator broadcasts an IQ to all the nodes of

the MANET group with the address of the
requestor;

step 05: if (all MANET nodes receive the IQ in the
situation where there might be link errors in a
MANET == TRUE) [SO(N)] then

step 06: Recipient nodes reply with an affirmative or a
negative response (IR) to the
initiator in the situation where there might be
link errors in a MANET [SO(tN)] ;

else
step 07: goto step 4;
step 08: if (the initiator receives affirmative IR

messages from all nodes == TRUE) then
step 09: The initiator assigns the address to the

requestor;
step 10: The initiator broadcasts an AO message

to all recipient nodes of the MANET
group;
goto end of while [SO(N)];

else
step 11: The initiator selects another address;
step 12: if (retry count ≤ n) [nSO((t+1)N)] then

step 13:The initiator sends an AB message to
the requestor [SO(1)];
goto end of while ;

else
goto step 3;

end
end

end
[nSO((t+1)N)+SO(N)+SO(2): MANETConf]

end

This can be rearranged as SO((t + 1)N). �

Therefore, the message complexity of broadcasting an IQ
message and receiving IR messages until the retry count reaches
n can be represented as nSO((t + 1)N). After n repetitions, if
the initiator receives negative IR messages, it sends AB mes-
sages to the requestor. The message complexity of unicasting
the AB message can be represented as SO(1). Therefore, the
message complexity of a single node joining can be represented
as nSO((t+1)N)+SO(N)+SO(2) where SO(2) indicates the
message complexity of unicasting RR and AB messages. The
following lemma can be derived based on these results.

Lemma 7: In a session where a single node joins, nSO((t+
1)N) + SO(N) + SO(2) is the upper bound of the maximum
number of broadcast or relayed IQ and AO messages and unicast
or relayed IR, RR, and AB messages in MANETConf to assist a
node joining the MANET, based on a retransmission count limit
of S selected in reference to the link error rate Pe.

Proof: MANETConf has a session and the maximum



90 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 11, NO. 1, FEBRUARY 2009

number of retries of the address verification procedure is
limited to n in the session. Since the session consists of a
maximum n address verification procedures and the upper
bound of the maximum number of an address verification
procedure is SO((t + 1)N), based on Lemma 6, the message
complexity of the session can be represented as nSO((t +
1)N) + SO(N) + SO(2) where n is the number of address
verification procedures, SO(N) indicates the message com-
plexity of broadcasting the AO message and SO(2) indicates
the message complexity of unicasting RR and AB messages. �

III. PERFORMANCE ANALYSIS

Computer simulation is used to analyze message complexity
of the AAPs. The nodes are randomly distributed with uniform
density in a network area of 1 km2 based on an independent
MANET environment with mobile nodes having no connection
to an external network (such as the Internet).

The random node generator and simulator performance was
verified (for 100, 125, 150, and 175 nodes) so that the average
number of nodes per cluster, as well as several specifications
in the adaptive dynamic backbone (ADB) algorithm of [14],
matched the results in [14], with less than a 1% difference in
most cases, performed by QualNet.

The conflict probability (Pc) is defined as the probability in
which the address that a node requests to use is already be-
ing used in the MANET group. As the conflict probability ap-
proaches 1.0, the message complexity approaches the derived
theoretical message complexity upper bound. The conflict prob-
ability depends on the size of the address and the number of
nodes in a MANET group [3]. The authors of [3] calculate the
conflict probability which is shown to be as high as 50% when
an address space size of 16 bits is used as MANET local ad-
dresses in a network of 300 nodes. When the conflict probability
approaches one, the selected (or reselected) joining node’s ad-
dresses will almost always conflict with one of the addresses in
the MANET group, resulting in maximum message complexity,
obtained through the derivations in Section II.

It can be expected that in the simulation of WDO, having a
different occurrence probability of unicasting a RP message at
a certain conflict probability will result in a different message
complexity value. Therefore, for simplicity, in the simulation
experiments to follow, it is assumed that the occurrence prob-
ability of unicasting a RP message is the same as the conflict
probability of the requested address.

In the computer simulation, Pe used are 0, 0.2, 0.25, 0.5, 0.75,
and 0.8; Pc is fixed at 0.1. Corresponding to each of the Pe

values of 0.2, 0.25, 0.5, 0.75, and 0.8, the retransmission count
S has been set to 1.25, 1.33, 2, 4, and 5, respectively, based on
(1).

The most common flooding method used in the simulation
is to have every node retransmit an AQ message to all of its
one-hop neighbors whenever it receives the first copy of the AQ
message [24]. Dijkstra’s shortest path algorithm at each node
is used to calculate the number of hops in unicasting or relay-
ing a unicast AP message from a destination node to a source
node. The transmission range of the nodes changes the number
of hops. The upper bound of the message complexity derived in

Table 2. Simulation parameters [1].

Parameter Value

Network area 1000 × 1000 m2

Actual transmission range 100 m

S (retransmission count limit) (1 − Pe)−1

m (DAD retry count limit) 1 (WDP, WDO, and MANETConf)

m (DAD retry count limit) 3 (strong DAD)

n (retry count limit) 5

Pc (conflict probability) 0.1

N (number of mobile nodes) 50 to 350

Simulation time 2 hours

Number of trials 20

Confidence level 95%

Fig. 1. Message complexity of strong DAD.

Section II is compared to the simulation results, where the max-
imum number of nodes in a reverse path at each unicast case is
used to calculate O(t) in each upper bound equation.

In the strong DAD protocol, the retry count limit (n) is set
as 5, and the DAD retry count limit (m) is set to 3. In the weak
DAD and MANETConf protocols, they are 5 and 1, respectively.
The node transmission range is set to 100 m, where the number
of mobile nodes varies from 50 to 350. Table 2 summarizes the
parameters used in the strong DAD, WDP, WDO, and MANET-
Conf computer simulations.

Figs. 1–4 illustrate the message complexities of strong DAD,
WDP, WDO, and MANETConf protocols based on various
numbers of mobile nodes communicating over an erroneous
wireless links. The horizontal axis represents the number of
nodes in the network area and the vertical axis indicates the
number of messages for each case. As the conflict probability
increases, it is shown that the number of messages to resolve the
duplicated address also increases.

In Figs. 1–4, Pe = 0 indicates an errorless wireless commu-
nication environment. Based on Figs. 1–4, for a given wire-
less link error probability, the mechanism of re-broadcasting
(e.g., address query) messages and re-unicasting (e.g., AP)
messages result in different control signaling overhead for each
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Fig. 2. Message complexity of WDP.

Fig. 3. Message complexity of WDO.

protocol. For various Pe values, strong DAD has approximately
45% more overhead compared to WDP. WDO has approxi-
mately 1.1% more overhead compared to WDP. MANETConf
has 174% more overhead compared to WDP.

Fig. 5 compares strong DAD, WDP, WDO, and MANET-
Conf when the link error probabilities vary from 0.2, 0.5 to 0.8.
At each link error probability, WDP and WDO have the low-
est message complexity and MANETConf has the highest mes-
sage complexity. The message complexity of WDO is almost
the same as WDP (without considering the proactive signaling
messages).

IV. CONCLUSION

The wireless communication environment and the mobility
of the nodes make the link unstable, which results in link errors.
Node mobility results in nodes moving from one MANET group
to another group, requiring address reconfiguration. The main
objective of this paper is to perform a mathematical and com-
puter simulation analysis of message complexity for MANET
AAPs to quantize the effects of node mobility that results in
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Fig. 4. Message complexity of MANETConf.
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Fig. 5. Message complexity comparison of AAPs at link error probability
Pe = 0.2, 0.5, and 0.8.

address changes and link errors. The original publications on
MANET AAPs are not equipped with procedures to deal with
error events that occur during AAP operation.

Novel procedures to deal with error events had to be added to
each AAP protocol. In each AAP protocol, the retransmission
count (S) has been added to consider the link errors that occur
in end-to-end wireless connections. This is similar to the reason
why a retry count limit (n) is needed in the session control of
strong DAD. It helps eliminate the possibility of an infinite loop
under certain conditions. The retransmission count (S) is effec-
tive in preventing too many transmission attempts from being
executed when channel conditions are poor.

In effect, this supports two essential roles. First, if the chan-
nel condition is too poor, then energy of the mobile nodes should
be saved by limiting the retransmission attempts. The AAP pro-
cedures can be reattempted later, when channel conditions im-
prove. This is critical for MANET nodes that operate on lim-
ited battery energy. Second, incumbent mobile nodes of the
MANET are conducting other tasks (e.g., various data trans-
fers and route updates) in addition to the AAP procedures to
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Table 3. Comparison of message complexity.

AAP Message complexity

Strong DAD nS(mO(N) + O(t))
WDP nS(O(N) + O(t))
WDO nS(O(N) + 2O(t))

MANETconf nSO((t + 1)N) + SO(N) + SO(2)

assist a new node attempting to enter the network. Therefore,
the processing power could be more effectively used to support
ongoing MANET operations. If there is no limit to the consec-
utive attempts, then the AAP procedures alone could consume
all the network resources. Therefore, this could also be used as
a method of denial of service (DoS) attack against the MANET.

Table 3 summarizes the message complexity of a single node
joining in strong DAD, WDP, WDO, and MANETConf. Since
node mobility introduces significant challenges to network op-
erations, such as, routing, resource management, and qual-
ity of service provisioning, this paper uses Pe to present dis-
connections of wireless links and dynamic network topology
changes. The most appropriate retransmission count limit S can
be decided from Pe and the priority of the newly joining mobile
node. As the link error probability approaches one, the retrans-
mission count approaches infinity.

Based on the simulation results and analysis of the message
complexity, for nominal n, m, t, N , Pe, Pc, S values and trans-
mission range, the message complexity compares as follows:
WDP < WDO < strong DAD < MANETConf. In regards to
message complexity, if a MANET area has a high address con-
flict probability, weak DAD with MANET routing protocols be-
comes the most suitable protocol, compared to MANETConf
and strong DAD. Weak DAD with MANET routing protocols
execute routing path signaling and address autoconfiguration
together, resulting in lower message complexity compared to
MANETConf and strong DAD.

The authors feel that there is still more to be done before this
area can be claimed sufficiently complete. The limitations of the
proposed effort are summarized as follows. One limitation of
the proposed research presented in this paper is that the mes-
sage complexity was analyzed based on the upper bound per-
formance. Instead, the message complexity could be analyzed
using the average and other higher-order statistics to express the
differences in performance more accurately among the AAPs.
However, in the authors’ point of view, this attempt would most
likely require significantly more complex mathematics. If ac-
complished, the average and higher-order statistics and com-
puter simulation results could serve as a more accurate guideline
in complexity estimation and protocol design.

In addition, in this paper, the link error probability was as-
sumed the same for all links within a given wireless area. This
approach was applied to simplify the mathematical derivations,
protocol design, and computer simulations. However, in reality
the error rate of the links would be all different and time-varying.
By averaging the link error events to obtain the link error rate,
and by using the average error rate as the momentary link error
probability, the results of this paper can be directly applied to
complexity analysis. The authors intend to apply the analysis to

various MANET mobility models and various channel environ-
ments. In future research, these two major factors (among many
others) are seen as worth attempting.
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