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Time-Coobservability in the Decentralized Supervisory Control of
Timed Discrete Event Systems

TICIE R BT
(Seong-Jin Park and Ho-Lim Choi)

Abstract : This paper presents the notion of time-coobservability as a core condition for the existence of a decentralized supervisor
achieving a given language specification in a timed discrete event system (TDES). A TDES is modeled by the framework of Brandin
& Wonham [5], and the decentralized supervisory control architecture presented is extended from the untimed architecture of Yoo &
Lafortune [1]. To develop the time-coobservability of a language specification, specifically this paper presents the C&P time-
coobservability and D&A time-coobservability in the consideration of the event tick and forcing mechanism of decentralized

supervisors.
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I. INTRODUCTION

A number of decentralized supervisory control techniques
including [1-4] have been studied by the discrete event systems
(DESs) community. In particular, Yoo & Lafortune [1] have
established the general decentralized architecture based on
C&P(conjunctive and permissive) and D&A(disjunctive and
antipermissive) decision rules. Upon the framework, recently, the
more advanced architectures of decentralized supervisory control
have been presented in [2-4]. However, most of the literature has
dealt with the decentralized supervisory control problems for
untimed DESs. Many decentralized systems such as integrated
sensor networks require meeting critical timing constraints in
making decisions with locally distributed information.

This paper deals with the existence problem of a decentralized
supetvisor with the control actions developed to achieve a given
language specification in a timed DES (TDES). We adopt the
TDES framework of Brandin & Wonham [5] since various
analysis techniques for untimed DESs can be applied to analyze
the behavior of a TDES. The main features of the framework of
[5] are the event tick representing the passage of one unit of time
and the forcible events to preempt tick. A supervisor controls a
TDES through two control actions: one is to disable controllable
events and the other is to force forcible events in order to preempt
tick. Based on the framework, various results of supervisory
control for TDESs including [6-8] have been developed.

In this paper, we extend the decentralized control architecture
for untimed DESs of [1] to the architecture for TDESs. For this
purpose, in the consideration of the event #ick and the forcing
mechanism of a supervisor, we classify the forcible events into
forcing-required ones and forcing-forbidden ones as a default
setting. Based on the classification, we present the design method
of local supervisors and a decentralized supervisor, and further
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develop the C&P time-coobservability and D&A  time-
coobservability of a given language specification. Using them, the
notion of time-coobervability is presented, and we finally show
that the time-coobervability of a language specification is the
necessary and sufficient condition for the existence of a
decentralized supervisor with the control actions developed to
achieve the specification in a TDES.

II. MAIN RESULTS
A TDES (or plant) G to be controlled is represented as the finite
state automaton G =(0,Z,q9,0) where O is a finite set of

states, X is a set of events, g, is the initial state, and
0:0xX—>Q is the transition function [5]. £ is composed of
T =X, \Uitick} where U means a disjoint union, X, is
the set of activity (or logical) events, and tick denotes one tick of
the global clock, or the passage of one unit of time. X, is

categorized by three subsets: the controllable events set ., the
uncontrollable events set Z,, and the forcible events set % ..

The controllable events can be disabled by a supervisor, but the
uncontrollable events are always enabled. On the other hand,
forcible events can preempt fick by a supervisor’s forcing, and a
forcible event may be either controllable or uncontrollable.
Formally, X,, =, UX, =2 ,UX,r where I, is the set of

non-forcible events.
=" denotes the set of all finite strings over X including the

empty string &. Then, any subset of " is called the language
over Z. The transition function § can be extended by

8(g,8)=q and 6&(q,50):=65(5(q,s),0) for all seX”,
ogeX. Let pr(l)y={te =* |tu € L for someu e Z*} for
LcT¥ Z,(s)={oceX|scepr(l)} for seZ*. The
dynamic behavior of a plant G is formally represented as the

language L(G):={s €XT"|5(qy,s) is defined}, and a language
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is called controllable if the following two conditions hold for any
sepr(K):

) Zy (NI, SZg(s);
>ii) Zg(s) NX =L Astick e L(G)= s tick € pr(K) [5].

In this paper, we consider the decentralized supervisory control
architecture composed of # local supervisors. Each local

supervisor S,(i € /:={1,---,n}) can observe, disable, and force
the locally observable events of a set X,,, the locally
controllable events of a set X ;, and the locally forcible events
ofaset X, . respectively. Without loss of generality, we assume

that tickeX,; forall iel. For local observation, a projection
mapping and its inverse one are defined as P.:X* — Z;’i and

Pfl 32:,1‘ — 3" forall iel, respectively, in usual manners.
Let E=X,0Z%,Uftick} where X,:=u;, Z.; and

L, =2\ (X, U{tick}). Theset T, is partitioned into e

and 2., ie. XL =X, ,UZ.,; where I, is the set of

controllable events whose default setting is enablement while
Z,q is the set of controllable events whose default setting is

disablement [1]. For ie/l, we let Zoei=Z,,MNE,; and
Zodi = Ze g NI, ;. In addition, the forcible events set L,is
partitioned into L., and Lsys le I, = Z,, U 5
where the forcible events of X £, should be forced by default,
i.e. forcing-required as a default, and the forcible events of % .f
should not be forced by default, i.e. forcing-forbidden as a default.
For iel, welet Z,;:=%; NZ,; and Zeri=Lsys
NE ;.

Now, let us define the control action of a local supervisor S;
for fixed partitions X, =%, UZ, ; and T, =% VI,

For this purpose, the following notations are necessary:

Jr(K)={s € pr(K)|s tick e L(G)\ pr(K)
and 3 o€k, si soepr(K)},
F(K)={s e pr(K)|s tick e pr(K)
and 3 oceX, st soepr(K)}.

In order for a language specification K to be achieved, at
least one forcible event should be forced afier a string f(K)

and none of forcible events should not be forced after a string in
J(K). In addition, for X < L(G), se pr(K), and iel,
let the estimation set E;(s):= P,«_IPZ-(S) N pr(K).

Definition 1: For se pr(K), the control action of a local
supervisor S, s definedas S,(P(s)) = (74(5),7: 2 (s)) where

Vi1 (s)y={oe Zc’e’i | E(s)on pr(K) =} U
{oeX ;1 E(s)o N L(G)C pr(K)}
VU (E N

c.ed )>

Vio)=loeX, | E(s)onpr(K)n fr(K)o =D}y
(02, 1 | B0 A LG) < pr(K) 0 fr(K)o)
o (zfr \ z:f,r,i)'
It means that when S; has observed the string £ (s), it enables
the events of y; 1(s) and forces the events of , ,(s).

Definition 2. Fors e pr(K), the decentralized supervisory

control action is S ;,.(8) = (¥ 4o 1 (8): ¥ 4o 2 (8)) Where

7dec,1(s) = Pc,e[/\iyi,l(s)] W Pc,d[viyi,l(s)]’
Yaeen(8) = [Pr [~ 72 ()] Pr f[V,7:5(9)]]
M [7dec,1(s) o Zu]a

inwhich F.,, F,,, Py, and Py ; are projection mappings:
Foet2oX 0 Pog:Z>2E. g, ProtL >y, and P
L%, ., respectively.

When a string s has occurred in a plant G, the decentralized
supervisor S, enables the controllable events of ¥, ((s)
and forces the forcible events of Y dec2(8)- The fusion rules for
2., and X, arc conjunctive, and those for Z., and
L, ; are disjunctive. Then a supervised system is denoted by
Sitec/G, and its closed-loop behavior is defined as:
£e€L(S4./G), and for se€L(Sg./G) and oeX with
so e L(G),

50 € L(Sy /Gy()oeZ,,, or
(i) 0 €Z,ep and 0 € ¥ yo 1(8), OF
(iif) o =tick and ¥ gec 2 ()M L (6y(8) = 2.
Now let us define the time-coobservability for fixed partitions
L, =2 UL,y and Zp=%, UL, o asfollows:
Definition 31 A language K c L(G) is C&P time-
coobservable if Vsi,sp € pr(K), oy€X,,, and o, €Xs.
st 5100 € L(G)\ pr(K), s,09 € pr(K),and s, e ff(K),
() @i e Dloy €2 g1 AE(s))oy N LG) € pr(K)];
@ @ieNllor e Xy s AE(s2)00 N prK)IN fr(K)o, = 0]
Definition 4: A language K < L(G) is D&A time-
coobservable if Vsi,sy € pr(K) and o1€X,, st 50 €
pr(K), sy e fr(K), and Lg(s3)NZf, =0,
(1) @i e D [0} €L g1 AEi (1), NG < pr(KOT;
@ @ielnos €2y 1 MEs))or NLG) < pr(K) A (K)o,
Definition 5: 4 language K < L(G) is time-coobservable
Jor fixed partitions L, =%,, VL. 4 and Tp=X, UL, ,

if K is C&P time-coobservable and D&A time-coobservable for
the partitions.
In Definition 3, local supervisors force the event o, under

insufficient information since &, €X /. Hence, to prevent the

event ¢, from being forced after s, € ff(K), there should
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exist a local supervisor S; to determine with certainty that there is
no forcing-required string in the estimation of s,, i.e. E;(s,). In

Definition 4, at least one forcible event should be forced after
$, € fr(K) in order to prevent the illegal fick from occurring

after s, . In case there exists a forcible event of Xy (s;)NZ .,

all local supervisors decide to force the event according to
Definition 1. However, in case of Zy(s,)NZ,, =4, there

should exist at least one local supervisor S; and o, €Z/
to determine with certainty that the event o, should be forced

after all the estimation of s, ,i.e. E;(s;).

With the notion of time-coobservability, the main result of this
paper can be presented as follows.
Theorem 1: Given a specification K C L(G) fora TDES G

with the fixed partitions X,=%,,UX.,; and L,=%,
WX, s, there exists a decentralized supervisor Sg,. such that
L(S4../G)= pr(K) ifandonly if K is controllable and time-
coobservable for the partitions.

Proof: (Ify The proof is done by making induction on the
length of the strings. It holds that & e L(S,,./G) pr(K). Let

us assume that for any string s with |s|<n, se L(S4./G) if
and only if se pr(K) (]s| denotes the length of s ). Then, let
us prove that so € pr(K) < so € L(S,,,/G) for any o €Z.
The cases of ce€XZ, and c€Z,, can be proved by the

controllability of K and Yoo & Lafortune [1], respectively. For
o=tick, let us show that soeL(Sg/G) implies

so € pr(K). Suppose that so ¢ pr(K). Then, there exists
aeZy such that sae pr(K)by the controllability of K.

Hence, it is true that s € fr(K). It follows from the definition of

L(Sgec/G) that ¥gc2(8) = J, and additionally it holds that

A € Vgoe 1 (8) since sa € L(Sg./G).

(Casel)aeX,,

>(Vielwithaels,;) acy,,(s)by Definitionl

2a € Pr [77i2()] DA€ Vgee2() by & € Y gee 1 (5)

=1t contradicts that ¥ g, 5 (s) = .

(CaseyaeX, and Ty(s)mi, =0

=3ieland aeXy ; st Es)anL(G) < pr(K)N fr(K)a
by D & A time — coobservability

=@ € 7;5(5) by Definition] = € ¥4o0 () bY @ € ¥ og 1 (5)

=1t contradicts that ¥ g, 5 (5) = .

Second, let us show that so € pr(K) implies so € L(S,,

/G) using a contradiction method. Suppose that so & L(S 4,

/G). Then, there exists @ X, such that @€ yg,,(s) and

saeL(G). It then follows from Definition 2 that

O €Y yoe | (5)VZ,. From the definition of L(S,./G), it

holds that s& € L(S,,,/G). Then, itholds that s € pr(K).
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Thus, s e ff(K).

(CaseDaeX,,

Sdielstaely,;and E(s)a NprKyn i(K)a =0
by C & P time — coobservablility

=a €7;7(8) DA€ ¥ goe 2(5) = Contradiction.

(CaseDyaeXy ,

>(VielwithaeZy ;) aeyp (s) by Definition 1

= A Vgeep(s) = Contradiction.

(Only if) The proof of controllability is trivial, and the condition
(1)'s in the definitions (Definition 3 and 4) of C&P and D&A
time-coobservabilities can be proved according to Yoo &
Lafortune [1]. Thus, it suffices to prove the condition (2)'s in
Definition 3 and 4.

(i) C&P time-coobservability: Let oceX, ., soe€ pr(K),
and s e ff(K). Then, it follows from L(S,./G)= pr(K)
that o € y,,,,(s). Usinga contradiction method,

(VielwithoeZy,;) E(s)an pr(K)yn fr(K)o 0

=(Viel)o ey;,(s) by Definition]

=0 € ¥ 4oen(8) BY O € Yo 1 () =5 tick & L(S g,/ G)

= Contradiction since stick € pr(K) by s € ff(X).

(i) D&A time-coobservability: Let se fi(K) and Zg(s)N
X,, =@ Then, it follows from Zg(s)NZy, =< and
L(S4,./G)= pr(K) that yge.1(s)NZ,, =J. Using a
contradiction method,

(Vieland o eZy 5, 51.50 € pr(K))
Ei(s)o N L(G) ¢ pr(K)n fi(K)o

=(Viel)y;2(s) =D by Definition

DV deep ()= DY Voo 1) N E g, =D

=5 tick € L(S 4,./G)

= Contradiction since s tick & pr(K) by s € fr(K). |

As an illustrative example, let us consider a simple TDES G

shown in Fig. 1(a). Two local supervisors S; and S, are

considered, and two language specifications are given as

K, =L(H;) and K, =L(H,) shown in Figs. 1(b) and 1(c),

respectively. The events are categorized as Z.; =X, = {a};

Lep=2oq=1{b} 251 = {a,m,c,tick}; 2,5 = {b,uy, ¢, tick};

Ley=Ada) Lpp=1{b}

First, let us consider K. (Incase of aeX,.): It holds that
wn, € f(Ky) since wu; tick, muya € pr(K;) and aeZ,,
and then E;(ujus)a n pr(K) N fr(Ky)a = {ujusa, upual
Nusua, uustick a} = {uuma}. Hence, the condition (2) in the
definition of C&P time-coobservability is not satisfied for
uiu,. (In case of aeX, ): It holds that uuy € fir(Ky) since

uytick € L(GY\ pr(Ky), uyma € pr(K,), and aeZ.
It also holds that ZKI (g )NZ;, ={atni;, =G Then,
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1% 1. Example: (a) G, (b) H,, (€) H..
Fig. 1. Example: (a) G, (b) H}, (c) H>.

it follows Ey(upup)an L(G) = {uyuma, musa} and pr(K,)n
Jr(KDa = {uua, wusticka}. Hence, the condition (2) in the
definition of D&A time-coobservability is not satisfied for w,u;.
Thus, we conclude that K| is not time-coobservable for any
partition of X .

Second, let us consider the specification K,. Suppose that
Ty, ={a} and X, o ={b}. Let s =uputick. It then holds
that 5 e ff(K,) and  E(span pr(K,)n fr(Ky))a =
{uqutick a,musticka} N {uyuytick tickta = &.  Hence, the
condition (2) of C&P time-coobservability is satisfied for the
string 5. Let s, =wutick tick. Then, it holds that
5> € fr(K;) and ZK2 (52)NZs, ={byn{ay=3. Then, it
follows that E,(s,)b N L(G) = {wu,tick tick, uutick tick}b
L(G) = {uyuytick tick b}, pr(K,) N fr(K,)b = {uu,tick tick b}.
Hence, the condition (2) of D&A time-coobsetvability is satisfied
for the string s,. According to Yoo & Lafortune [1], it can be

verified that the condition (1)’s of C&P and D&A time-
coobservabilities are satisfied for any partition of =_. Thus, we

can conclude that K, is time-coobservable for £, , = {a} and
Zr r=1{b}. Then, for s =usutick and s, =wuu,tick tick,
the control actions of a decentralized supervisor S,. satisfying

L(S4../G)= pr(K,) are summarized as follows:

SR ()= (1651 1.2(5) = ({a},D);

S (P (s1)) = (72,1 (s1), 72,2 (s1)) = ({a},{a});

Sdec (sl) = (7dec,l (Sl ), Vdec,2 (Sl ) ={al, @)
St(A(52)) = (71,1(52), 71 2(52)) = (D, 9);

Sy(B () = (721(82), 722(52)) = ({a, b}, {a,b});
Sdec (Sz) = (Vdec,l (S2)5 7dec,2 (SZ )) = ({b}’ {b} )

III. CONCLUSION
In this paper, we have shown that the time-coobservability of a
given language specification is the necessary and sufficient
condition for the existence of a decentralized supervisor to
achieve the specification in a TDES. As a future work, it is needed

to develop a polynomial-time algorithm for verifying the time-
coobservability and also solve supervisor synthesis problems.
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