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Ⅰ. INTRODUCTION

lectroencephalography (EEG) and magnetoencephal- 

ography (MEG) are noninvasive human brain imaging 

devices to estimate neural electrical activities in human 

cerebral cortex using electromagnetic field measurements 

outside the head. Accurate EEG or MEG forward calculation 

is one of the important factors to obtain accurate EEG or MEG 

source estimates [1]. Particularly in EEG, realistic volume 

conductor models and accurate forward solver are crucial 

since the volume current conduction is highly affected by the 

low conductivity value of a skull [2]. Early studies concerning 

the EEG source localization used approximated volume 

conductor models such as a single sphere model [3] and a 

concentric multi-sphere model [4], to solve the neuroelectric 

forward problems. In those models, the EEG forward problem 

could be described with simple analytic formula, which made 

it easy to calculate the forward potential field in relatively 

short time even without any anatomical information. However, 

the approximated models do not guarantee accurate inverse 

solutions especially around some brain regions where the 

difference between real head geometry and the approximated 

head geometry is significant [1]. As high performance computer 

systems were developed and high-resolution medical images 

could be readily obtained, people became interested in calcul- 

ating the EEG forward problems more accurately by means of 

numerical techniques such as boundary element method 

(BEM) and finite element method (FEM). BEM is a numerical 

technique used for calculating the surface potential generated 

by current sources located in a piecewise homogeneous 

volume conductor. It has been proven that BEM can provide 

reasonable accuracy in the EEG (or MEG) forward problems 
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[1,2,5]. FEM is also a promising method for the EEG forward 

problems since it can potentially consider the inhomogeneous 

and anisotropic volume conductor models [6-9]. Nevertheless, 

since the inhomogeneous and anisotropic electrical conductivity 

distribution of a human head cannot be estimated accurately 

even with the currently best imaging modalities, BEM has 

been the most widely used approach for the EEG forward 

calculations.

There are various factors affecting the accuracy of the 

BEM-based EEG forward solution. Accurate conductivity 

information is obviously an important factor for the accurate 

forward solution regardless of the numerical methods [10]. 

The tessellation patterns of the boundary elements and the 

number of boundary elements can also affect the forward 

solution accuracy [11]. More importantly, the extraction of 

accurate realistic boundaries is required to obtain accurate 

forward solutions from BEM [12].

The boundary element model of a subject has been usually 

obtained by the segmentation of the subject’s magnetic 

resonance imaging (MRI) or computed tomography (CT) 

images [13]. Although various algorithms have been introduced 

to create the boundary element models from the medical 

images automatically [14-16], user intervention is still needed 

especially when the head MRI data are spatially inhomogeneous 

or have low contrast [17]. Moreover, manual segmentation is 

required when only head CT images are available, because CT 

usually does not provide sufficient contrast between the 

different head tissues. For cases when anatomical images are 

not available, approximated boundary element models including 

skin, skull, and brain can be derived from the head shape data 

obtained with a 3-D digitizer [17, 18]. Similarly, Fuchs et al. 

used a standardized head model with transformed electrode 

locations [19]. The previous studies demonstrated that the 

approximated boundary element models could give more 

accurate solutions than spherical head models, but the mod- 

eling errors were still significant when compared to the 

realistic head models extracted from medical images. As listed 

above, although various segmentation methods have been 

introduced to generate boundary element head models, poten- 

tial modeling errors originated from manual segmentation 

processes, model approximation, and incomplete automatic 

segmentation still exist.

To the best of our knowledge, the following issues still need 

to be investigated: 1) Huiskamp et al. [12] investigated the 

influence of the segmentation methods to generate the boundary 

element models on the solution accuracy, but they did not 

investigate which parts of the boundary element model are 

comparatively more sensitive to the modeling errors. 2) After 

the investigation on the sensitivity distribution, the relations- 

hip between the sensitivity distribution and several modeling 

factors needs to be investigated. 3) We still need more 

references concerning the influence of the modeling errors on 

the solution accuracy of the BEM-based EEG forward 

calculation.

In the present study, we investigated the above issues 

through computer simulations. We first assumed 18 evenly- 

distributed equivalent current dipole (ECD) locations and 

slightly deformed a part of the boundary element model segm- 

ented from standard head MRI data. We then investigated 

which boundary or part of the boundary is relatively more 

sensitive to the small geometrical variation. Finally, we com- 

pared the changes of the EEG forward solution originated 

from the deformation of the boundary element model with 

those arising from the variation of ECD source locations, in 

order to estimate the influence of the modeling errors on the 

EEG source localization.

Ⅱ. METHODS

A three-layer boundary element model, consisting of inner 

and outer skull boundaries and scalp surface, were generated 

using CURRY5 for windows (Compumedics, Inc., El Paso, 

Fig. 1. Boundary element model for the EEG forward calculation (scalp, outer skull, and inner skull boundaries from left to right). 1,779 surface nodes and 3,546 
boundary elements were generated. Outer skull boundary was generated by simply scaling the inner skull boundary.
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TX) from MNI standard head MRI [20]. The boundary 

element model consisted of 1,779 surface nodes and 3,546 

boundary elements. To quantitatively compare the difference 

of sensitivity distributions between the inner and outer skull 

boundaries, the outer skull boundary was generated by simply 

scaling the inner skull boundary, which is not a crude 

approximation considering the conventional boundary element 

models used in literatures (e.g. see [17]). The skull thickness 

was assumed to be 7 mm and both boundaries had the identical 

shape and mesh structure. We adopted such an approximation 

because different geometrical shapes of the boundaries can 

make it difficult to objectively compare the influences of the 

modeling errors arising in the inner and outer skull boundaries 

on the forward solution. Fig. 1 shows the boundary element 

model used in the present study. The relative conductivity 

values of the brain, skull, and scalp were assumed to be 1, 

1/16, and 1, respectively [10, 21]. We assumed 99 electrodes 

attached on the scalp surface according to the extended 10-10 

electrode system (see Fig. 4 for the electrode configuration). 

18 evenly-distributed ECD locations were then determined by 

placing identical spheres inside the inner skull boundary 

without overlapping with each other (see Fig. 2). For each of 

the locations, three unit ECDs with different directional 

vectors (one radial and two tangential directions) were placed.

For the BEM computations, we have used first-order 

node-based boundary elements and applied isolated skull 

approach (ISA), in which the skull is modeled as a perfect 

insulator and the results of the preliminary field calculations 

are then mapped back into the multi-shell volume conductor 

model [2]. The BEM solver was coded with Fortran 90 and all 

variables were stored as double-precision real numbers for the 

accurate error estimation. LU decomposition was used for 

solving the system matrix equation. The BEM solver was 

executed using an AMD Athlon(tm) 64 X2 Dual Core 

Processor 4000+ personal computer with 2GByte RAM and 

the single execution of the program took about 5 minutes.

To investigate the effect of the incorrect boundary element 

modeling, we first solved the forward problem using the 

original boundary element model, repeatedly for each ECD. 

The resultant electric potential values at the 99 electrode 

locations evaluated for 54 different ECDs were used as a 

reference data set. To investigate which parts of the boundary 

element model are relatively more sensitive to the modeling 

errors, we moved a single boundary node to a new position, 

which was 1 mm away from its original location in the 

outward normal direction of the boundary surface, and applied 

the BEM solver again to the slightly deformed geometry. We 

then calculated the error between the newly calculated electric 

potentials and the reference potential data. The error ε  
originated from ith boundary node dislocation was calculated 

using the following equation:

 ε 
 

 







 



φ  φ  
 (1)

where φ  is the electric potential of an electrode k evaluated 

after the ith boundary node dislocation, φ   is the reference 

electric potential at the electrode    (1 to 99) is the electrode 

index, and  (1 to 54) is the ECD index.

Evaluating the values of ε  at all boundary nodes required 
heavy computational cost since the BEM stiffness matrix was 

changed by the deformation of the boundary element model 

and thus matrix inverse processes had to be repeated 1,779 

times. It took about a week to evaluate the influence of the 

modeling error on the solution accuracy.

To investigate the relationship between the error sensitivity 

distribution of the boundary element model and the curvature 

distribution of the surfaces, we calculated the local curvature 

of the tessellated boundary surface model. The curvature of 

the surface was calculated using a mean curvature algorithm 

implemented in a freeware called MESHLAB [22].

Ⅲ. RESULTS

After calculating the errors originated from the boundary 

node dislocation, we first compared the averaged error values 

in each of the boundaries. The average errors evaluated for the 

scalp boundary, the outer skull boundary and the inner skull 

boundary were ε  = 0.0353 ± 0.0212, ε  = 0.0095 ± 0.0034, 

and ε  = 0.0105 ± 0.0054, respectively (see Fig. 3). When 

Fig. 2. 18 identical spheres are fitted inside the inner skull boundary of the 
standard head boundary element model without overlapping with 

each other. Three orthogonal ECD sources were placed at each 

center of the sphere.
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Wilcoxon ranksum test for equal medians, which is embedded 

in Matlab statistics toolbox (Mathworks, Inc., Natick, USA), 

was applied, the errors of the scalp boundary showed signif- 

icantly meaningful difference from those of the other two 

boundaries (  < 0.00001 in both cases). There was no statisti- 

cally significant difference between the errors of the outer 

skull boundary and the inner skull boundary (  = 0.139). 

These results demonstrate that the scalp boundary is more 

sensitive to the modeling error than the other two boundaries.

Hence, we first focused on the scalp boundary. Fig. 4 shows 

the normalized error distribution on the scalp surface. Comp- 

aring the error distributions with the electrode configuration 

depicted below, we could observe that nodes close to the 

electrodes have relatively higher error values. To confirm this 

visual inspection, we separated the nodes on the scalp boun- 

dary into two groups: One group consisted of nodes containing 

electrodes in its neighboring elements, and the another group 

consisted of nodes not containing electrodes in its neighboring 

elements. As depicted in Fig. 5, two groups showed significant 

difference in their error values (Wilcoxon ranksum test,  < 

0.00001), which demonstrates that the errors on the scalp 

boundary are mainly originated from the ‘electrode’ dislo- 

cation. Although the influence of the modeling error in the 

scalp boundary on the BEM solution accuracy was significant, 

such a wrong modeling rarely occurs in practical applications. 

The scalp boundary can be modeled relatively very accurately 
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Fig. 5. Comparison of average forward solution errors between nodes in the 
scalp boundary including electrodes in their neighboring elements 

and those not including any electrodes.
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Fig. 3. Averaged forward solution errors originated from 1 mm dislocation 
of a single boundary element node in scalp, outer skull and inner 

skull boundaries.
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Fig. 4. Normalized error distribution on the scalp surface (upper three figures) and configuration of extended 10-10 electrodes attached on the boundary elements 
(lower three figures). Three figures show different viewpoints (A: Anterior, P: Posterior). The error values were normalized with respect to the maximum 

error value.
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since the interface between scalp and air is usually very clear 

in both MRI and CT images. Even when approximated boun- 

dary element models are derived from the head shape data 

obtained with a 3-D digitizer [17, 18] the scalp boundary can 

also be modeled relatively accurately if accurate head shape 

data are available. Therefore, the forward solution errors 

originated from the wrong modeling of the other two bou- 

ndaries might be more crucial in the practical applications 

because the outer and inner skull boundaries are often difficult 

to be modeled accurately, as aforementioned in the introduction 

section.

Figs. 6a and 6b show the error distribution maps on the 

outer skull boundary and inner skull boundary, respectively, 

where the values were normalized with respect to the maxi- 

mum error value. As expected, both boundaries showed similar 

error distributions. As seen in both figures, areas close to 

frontal and occipital lobes showed relatively higher error 

values than the other areas. After inspecting the distribution 

carefully, we could make a hypothesis that such an irregular 

error distribution might be closely related to the curvature of 

the boundary surface. To test the hypothesis, we calculated the 

curvature distribution of the inner skull boundary and norm- 

alized the curvature values with respect to the maximum 

value. Fig. 7 shows the normalized curvature distribution, 
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Fig. 7. Normalized curvature distribution in the inner skull boundary. Only inner skull boundary was visualized because the curvature distribution of the outer skull 
boundary was identical to that of the inner skull boundary.
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Fig. 6. Forward solution error distribution maps on (a) the outer skull boundary and (b) the inner skull boundary. The values were normalized with respect to the 
maximum error value.
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where only inner skull boundary was visualized because the 

curvature distribution on the outer skull boundary was 

identical to that on the inner skull boundary. Comparing Fig. 7 

with Fig. 6, we could readily see that the error distribution is 

similar to the curvature distribution except the regions around 

inferior Temporal and inferior Occipital lobes. The slight 

mismatches between the two distributions are thought to be 

originated from the fact that volume current conduction 

around the inferior areas does not contribute much to the 

generation of electric potentials at EEG electrode locations 

because the electrodes are attached on the scalp, relatively far 

from the inferior regions.

To confirm the similarity between the two distributions 

quantitatively, we evaluated correlation coefficient (CC) 

between them. The CC values calculated for the outer and 

inner skull boundaries were 0.835 and 0.842, respectively. To 

test the significance of the CC values, we applied a surrogate 

test. We first generated 1,000 random values for each 

boundary node, assuming uniform distribution on [0, 1]. The 

CC values between the normalized error distribution and the 

random value distributions were then evaluated for each of the 

two boundaries. After confirming that the histogram of the 

two surrogate data sets showed normal distribution, we 

calculated z-score of the CC values for the outer and inner 

skull boundaries. The z-scores were 1.874 (  < 0.05) for the 

outer skull boundary and 6.534 (  < 0.01) for the inner skull 

boundary, demonstrating that the error distributions of the 

outer and inner skull boundaries have statistically significant 

similarity to the curvature distributions of the surfaces. In 

other words, the modeling errors in the regions with bigger 

curvature values have more influence on the forward solution. 

To relatively compare the influence of the modeling error 

with that of another error factor, we slightly shifted the ECD 

locations toward outward directions. The change of the 

forward solutions (error norm between the newly calculated 

potentials and the reference data) was evaluated after moving 

each ECD to a new location 1 mm away from its original 

position toward the direction of the normal vector of its 

nearest boundary node. The average error due to the 1 mm 

dislocation of the ECD was 0.498 ± 0.134, which is about fifty 

times larger than the averaged forward calculation error 

caused by a single boundary node dislocation in the inner skull 

boundary (ε  = 0.0105). Apparently, the 1 mm displacement 

of a single boundary node does not affect the forward solution 

accuracy much, from a practical point of view. However, 

massive modeling errors occurring in relatively wider areas 

might result in a significant forward solution error. To confirm 

this hypothesis, we selected 44 nodes, of which the normalized 

error values exceeded 0.8, out of the 593 boundary nodes in 

the inner skull boundary. Most of the selected nodes were 

distributed in areas with high curvature. We moved the 

selected nodes simultaneously 1 mm outward and calculated 

the forward solution error. The forward solution error arising 

from the simultaneous node dislocation was 0.460, which is 

comparable to the error due to the 1 mm ECD dislocation. This 

result demonstrates that modeling errors as low as 1 mm in 

only 7% area of the whole inner skull boundary can possibly 

contribute to maximally 1 mm localization error in the ECD 

source localization. Considering the potential modeling errors 

reported in literatures ranging from several millimeters to 

about 1 centimeter [12, 17], the influence of the modeling 

errors on the solution accuracy should not be underestimated 

in the practical applications of the EEG source localization.

Ⅳ. DISCUSSIONS AND CONCLUSIONS

In spite of the recent advancements in the computational 

methodology, the localization of neuroelectric sources from 

noninvasive EEG recordings still contains considerable unce- 

rtainties, which stem from various factors such as lack of 

accurate conductivity profile of the head, contamination of 

EEG signals by external noises and artifacts, inaccurate 

geometrical information, and so on. Hence, people have beli- 

eved that the EEG source localization results are not accurate 

enough to be applied directly to some clinical applications 

such as epilepsy surgery and functional brain mapping for 

neurosurgery, which usually require very high localization 

accuracy. Therefore, reducing the uncertainties has been one 

of the most important issues in the EEG and MEG research 

society. In the present study, we have investigated the 

influence of modeling errors on the uncertainty of the EEG 

forward and inverse solutions.

In the introduction section, we raised some issues which 

have not been fully investigated in the previous works. We 

first investigated which parts of the boundary element model 

are relatively more sensitive to the modeling errors. From the 

simulation results, we could see that the scalp boundary has 

the highest sensitivity among the three boundaries and the 

high sensitivity of the scalp boundary originated mainly from 

the disposition of the electrode locations. Therefore, good care 

must be taken in the extraction of the scalp boundary, 

especially when the scalp boundary is approximated using the 

head shape data obtained with a 3-D digitizer. Nevertheless, 

since the scalp boundary can be modeled relatively more 

accurately than the other boundaries, we focused more on the 

influence of the modeling errors in the outer and inner skull 

boundaries on the forward solution accuracy. From the simul- 

ation results, relatively higher sensitivity was observed around 
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Occipital and Frontal lobe areas in both boundaries. By 

statistically comparing the error distributions on the outer and 

inner skull boundaries with the curvature distributions of the 

surfaces, we could confirm that modeling errors in the regions 

with higher curvature values have more influence on the 

forward solution accuracy. Another simulation study performed 

to estimate the influence of the modeling error on the ECD 

localization accuracy demonstrated that modeling errors as 

low as 1 mm in areas less than 10% of the whole inner skull 

boundary can potentially cause about 1 mm localization error 

in the ECD source localization.

Our results demonstrated again that the accurate volume 

conductor modeling is of great importance for precise EEG 

forward calculation. Apart from the scalp boundary that can be 

modeled relatively accurately, the outer and inner skull 

boundaries, which often require user intervention or manual 

process for the segmentation, should be carefully modeled in 

order to avoid large modeling errors, especially around regions 

with high curvature. Our findings suggest that the use of 

approximated boundary element models, of which the modeling 

errors ranged from several millimeters to about 1 centimeter 

[17], may not be a wise choice if individual CT or MRI data 

are available. Although there is no doubt that such appro- 

ximated models can yield more accurate forward solutions 

than the spherical volume conductor models, high-quality 

medical images should be used for clinical applications that 

require accurate forward solutions. Studies on the new image 

acquisition/processing approaches to enhancing the image 

contrast and homogeneity as well as developments of impr- 

oved segmentation algorithms will help to enhance the 

accuracy of the EEG forward and inverse solutions.

In any of the numerical techniques used to solve partial 

differential equations, e.g. BEM, FEM, and finite difference 

method (FDM), the most straightforward way to enhance the 

solution accuracy is to increase the number of elements. 

Particularly in BEM, however, increment of computational 

costs is considerable when the number of boundary elements 

is increased, because the BEM computation requires inverse 

process of a full system matrix. Use of adaptive or graded 

mesh structures can be one of the solutions to address this 

issue. It is obvious that generation of more elements around 

regions with higher sensitivity can reduce the influence of the 

modeling errors on the forward solution accuracy, because the 

deformation of the volume conductor model due to the wrong 

segmentation at some discrete points is reduced thanks to the 

small element sizes. In the present study, we have shown that 

the sensitivity of the modeling error to the forward solution is 

closely related to the curvature distribution of the outer and 

inner skull boundaries. Therefore, the curvature information 

might be used as a priori reference to generate graded 

boundary mesh structures.

In summary, the present study has investigated the influ- 

ence of modeling errors in the boundary element head models 

on the accuracy of the EEG forward solutions. We are expec- 

ting that our results can be utilized as useful information in 

generating boundary element head models in practical EEG 

applications.
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