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Abstract 
 

Facing limited network resources such as bandwidth and processing capability, the Internet 
will have congestion from time to time. In this paper, we propose a scheme to maximize the 
total utility offered by the network to the end user during congested times. We believe the only 
way to achieve our goal is to make the scheme application-aware, that is, to take advantage of 
the characteristics of the application. To make our scheme scalable, it is designed to be 
class-based. Traffic from applications with similar characteristics is classified into the same 
class. We adopted the RED queue management mechanism to adaptively control the traffic 
belonging to the same class. To achieve the optimal utility, the traffic belonging to different 
classes should be controlled differently. By adjusting link bandwidth assignments of different 
classes, the scheme can achieve the goal and adapt to the changes of dynamical incoming 
traffic. We use the control theoretical approach to analyze our scheme. In this paper, we focus 
on optimizing the control on two types of traffic flows: TCP and Simple UDP (SUDP, 
modeling audio or video applications based on UDP). We derive the differential equations to 
model the dynamics of SUDP traffic flows and drive stability conditions for the system with 
both SUDP and TCP traffic flows. In our study, we also find analytical results on the TCP 
traffic stable point are not accurate, so we derived new formulas on the TCP traffic stable point. 
We verified the proposed scheme with extensive NS2 simulations. 
 
 
Keywords: RED, quality of service (QoS), active queue management (AQM), utility, 
Internet traffic engineering 
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1. Introduction 

Protocols for today’s Internet have do handle overload and congestion, which in turn can be 
they caused by insufficient engineering of the network, by flash crowds, or by denial-of- 
service attacks. Traditionally, some control over network overload has been provided by the 
limited buffer availability at network nodes. Excessive traffic is dropped when buffer 
overflows, and packets “at the tail” of the buffer queue are dropped. RFC 2309 [1] has pointed 
out a number of shortcomings of drop tail, the traditional queue management. They are: 

• “Lock out” phenomenon: This occurs when one or several flows occupy all the buffer 
space so that there is no room for other flows. 

• Long periods of full queue status: The buffer is near full for a long period of time which 
cause the long end-to-end delay. 

Active Queue Management (AQM) has therefore been recommended as a mechanism to 
control congestion and improve network performance. AQM solves the above problems by 
pro-actively managing the buffer, for example by dropping or marking packets before the 
queue becomes full. These dropped or marked packets will subsequently trigger a notification 
to “responsive” senders to slow down the transmissions of packets. In this way, the congestion 
can be avoided or alleviated. RFC 2309 also recommends one AQM mechanism, Random 
Early Detection (RED), was first proposed in [2]. The main advantages of RED are as 
following: 

• RED can prevent global flow synchronization which may occur when drop tail queue 
management is used and cause low link utilization. 

• RED can achieve low end-to-end delay and low buffer consumption. 
• RED has no bias against bursty flows. 
• RED can avoid consecutive packets drops because probabilistic early drop can prevent 

queue overflow. 
• RED is fair in terms of bandwidth consumption for flows which are responsive, because 

more packets are likely to be dropped for flows consumes more bandwidth. 
 

 
Fig. 1. RED Drop Curve 

 
Fig. 1 illustrates how packets are handled in a node with RED queue management. The 

RED drop curve is as Fig. 1. An RED controller is described by five parameters: lower 
threshold (th_min), upper threshold (th_max), weighting factor in calculating average queue 
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size, buffer size and max drop probability(P_max) when average queue size is equal to upper 
threshold. When the average queue size is below the lower threshold, no packets are dropped. 
When the average queue sizes crosses the lower threshold, every incoming packet is dropped 
with a probability that increases linearly with the average queue size. When the average queue 
size crosses the upper threshold, all the incoming packets are dropped. The other details about 
RED can be found in [1], [2] and [3]. Many alternatives to RED are proposed in the literature, 
such as BLUE [4], SRED [5], REM [6], adaptive REM [7], AFD [8], and CHOKe [9]. 

While AQM, and RED in particular, unquestionably addresses the problems of drop tail 
management, it also has a number of drawbacks. First, non-responsive flows will not back off 
due to packets drop, which causes a fairness problem between responsive flows and 
irresponsive flows. Second, the large numbers of parameters involved in characterizing an 
RED controller make RED-based systems hard to tune. In [10], some guidelines for setting 
these parameters are given. But all these guidelines are based on experience. 

In [11], the authors compare the performance of RED and of traditional drop tail in a testbed 
for RED consisting of real routers and PCs. Their test traffic includes ftp traffic, http traffic 
and UDP traffic. According to their test result, RED “does not exhibit much better 
performance than Tail Drop”. In the case of UDP traffic, Tail Drop is “more aggressive than 
RED with regard to policing non-responsive flows”. They also pointed out the parameters 
choice is an “inexact science” and that this problem needs more research. 

Similar researches are described in [12]. In that experiment, a real network was established 
to simulate an enterprise or campus network with a single WAN link to an ISP. The test traffic 
consists of only http web traffic. Their major performance measure is the response time, a user 
oriented metrics. Their work shows that, under heavy load, RED has no significant advantages 
over traditional drop tail. They also conclude that the network performance is sensitive to the 
choice of parameters. 

In the following, we will consider networks with a wide mixture of traffic flows, stemming 
from different applications, which in turn have different Quality-of-Service (QOS) 
requirements. These traffic flows differ from each other in many aspects, such as bandwidth 
requirements, dynamics, responsiveness to congestion control, or others. In such environment, 
RED performs poorly for a number of reasons: 

First, RED operates on aggregates of flows, possibly over many classes of applications and 
over many protocols. Some non-responsive flows, which may be used by applications based 
on UDP without window control mechanism, will not respond to the congestion notification. 
Even more, they may increase their sending rates due to retransmission mechanisms in the 
application layer. Thus more buffer space will be occupied by these non-responsive flows. 
Consequently, responsive traffic is penalized and the network performance generally 
degrades. 

Second, responsive flows may be treated unfairly as well. Because different responsive 
flows may have different dynamics, their response to congestion notifications may be 
different. 

Finally, for responsive flows that have similar dynamics, again RED may behave 
sub-optimally. While RED effectively controls congestion in switches and routers, the effect 
of this control is perceived unevenly by different application classes. For example, if a packet 
loss happens on a loss-tolerant UDP video application, there may be no need for 
re-transmission, because one packet loss will not bring a perceivable video quality degradation. 
Moreover, maybe after re-transmission, the packet arrival time has passed the processing 
deadline for the packets and so it is just discarded if it is re-transmitted in this case. For many 
other applications, however, a single packet loss may significantly affect the perceived quality 
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of service. In interactive applications over TCP, for example, the loss of a single packet 
significantly affects transmission delays and throughput for subsequent packets. For a short 
life web request, for example, delay is a very critical performance metrics because this is a 
user-interactive application. If a packet loss happens on this web request, retransmission is 
surely required unduly delaying the response for the request. Hence, for different applications, 
a single packet loss can induce very different effects as perceived by the applications or end 
users. 

There clearly is a need for a differentiated operation of RED, where flows are classified and 
treated according to the protocol and application class characteristic, which includes 
responsiveness, dynamics and perceived effect of certain loss rate. For example, the 
loss-tolerant UDP video application described above should be considered as an application 
running on UDP, and it is non-responsive, requiring no retransmission, and insensitive to 
single-packet losses. Alternatively, telnet is a TCP based, responsive applications, requiring 
retransmission and sensitive to packet losses. 

Some of previous work has targeted a differentiated treatment to the packets in the queue. 
One example is RIO proposed in [13]. Its purpose is to provide different levels of best-effort 

service. RIO can only work on TCP traffic. In RIO mechanism, traffic out of service profile 
and in service profile is differentiated by tags. The router has different drop policy for packets 
with a tag and packets without a tag. The RIO scheme can differentiate the traffic, but it does 
not give a way to achieve the optimal network utility. 

Another example is Weighted RED (WRED) proposed by CISCO in [14]. WRED is 
targeted to provide different quality of service based on RED mechanism. WRED uses the IP 
precedence field in IP packets to differentiate packets. So for IPv4, there will be eight drop 
policies. Packets with higher precedence will be dropped with less probability. WRED also 
assumes that the source is using TCP. 

The above two forms of differentiated RED are all aimed to provide different quality of 
service. According to [13], RIO “can allocate bandwidth to different users in a controlled and 
predictable way during network congestion”. For WRED, according to [14], “packets with a 
higher IP precedence are less likely to be dropped than packets with a lower precedence.”  

But they still have some problems. First, they all assume the source is sending TCP traffic. 
They have not dealt with non-responsive traffic. 

Second, they all need edge routers to do some co-operation so that the core routers can do 
differentiation. For RIO, edge routers tag the packets according to service profile. For WRED, 
edge routers assign precedences to packets. 

Third, the differentiation provided by RIO and WRED is at the priority level. It is not 
sufficient to capture all the essential characteristic of application traffic to achieve optimality. 
For example, if packets of a delay sensitive telnet application and a delay insensitive ftp 
application are both out of service profile for RIO mechanism (or of the same precedence for 
WRED), then the same drop probability or policy for them has not the same effect as perceived 
by the applications. For telnet applications, the retransmission delay can be perceived by the 
end user while for ftp applications, the user may even not care if there is delay. 

In this paper, we will present a method to take advantage of application specific information 
about dynamics (and so its response to RED activity) of the traffic and the effect that RED has 
on perceived application performance. Our method does not assume there are only TCP 
sources. 

The remainder of this paper is organized as follows: Section 2 will introduce related work in 
both network congestion and real-time scheduling area. In section 3, we will describe the 
system model. A description of our scheme will be given in section 4. Section 5 will give our 
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simulation result. In section 6, we will conclude and give an overlook on future work. 

2. Related Work 

2.1 Handling Network Congestion 
Network congestion avoidance has been studied for many years. Additive increase and 
multiplicative decrease mechanism was first proposed by Jain and Chiu [15]. This mechanism 
is only applied in congestion avoidance phase. The idea is that when the TCP sender gets an 
indication of congestion, it will cut its congestion window by a factor, such as two, thus cutting 
the window in half. If there is no congestion indication, the congestion window will increase 
by a constant, such as one. This mechanism is adopted in 4BSD TCP implementation 
according to [16]. Jacobson [16] also presents the other six new algorithms adopted in 4BSD 
TCP such as round trip time variance estimation, slow start and fast retransmit. More 
information can be found in that paper. 

Chiu and Jain [17] have analyzed the additive increase and multiplicative decrease 
mechanism for TCP from efficiency, fairness, distributedness and convergence aspects. This 
paper has compared the additive increase/multiplicative decrease mechanism with the other 
three alternatives. They are additive increase/additive decrease, additive 
increase/multiplicative decrease and multiplicative increase/additive decrease mechanisms. It 
is analytically shown in this paper that the additive increase and multiplicative decrease 
mechanism “satisfies the sufficient conditions for convergence to an efficient and fair state 
regardless of the starting state of the network”. 

In Jacobson’s [16], it is also pointed out that additional support is needed at gateway level. 
Random Early Detection (RED) has been originally proposed by Floyd [2] and is an example 
of such a gateway based scheme. The RED mechanism has been introduced in the introduction 
section. Further researches on RED include BLUE [4] and SRED [5]. 

In BLUE, the active queue management is not based on average queue length, but on packet 
loss and link utilization instead. Through simulations and experiments, the authors show that 
BLUE can reduce the packet loss rate and network delay in comparison with the traditional 
RED mechanism. 

SRED’s queue management relies on queue length. The queue occupation is stabilized by 
estimating the number of active flows. A concept called hit is introduced in SRED. A hit 
happens when the new packet and one of its recent preceding packets are from the same source 
or belong to the same flow. The hit is used in the estimation and finding out the “misbehaving 
flows”. The authors use the simulation to verify the SRED mechanism. 

In [18], a fluid based analysis on TCP flows and RED routers is presented. Their analysis 
and modeling lead to two differential equations which describe the dynamics of TCP flows 
through RED routers. The first differential equation describes the additive increase and 
multiplicative decrease mechanism. This equation has also taken into account the delay 
between the packet drop and source’s knowledge of the packet drop. The second differential 
equation models the queue length change in the RED router when the router is congested. The 
queue length change results from two aspects. Since RED routers use average queue length to 
determine the drop probability, Misra et al. [18] have also modeled this averaging behavior of 
the RED routers. The averaging factor and sampling interval have been taken into account in 
the modeling. 
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Misra et al. [18] have also conducted the simulation using the wellknown NS simulator [19]. 
They claim their model agrees with the simulation results excellently.  

Hollot et al. [20] present a control theoretical analysis of RED on the basis of the differential 
equations given in Misra et al. [18]. Through the linearization of the differential equations, the 
model becomes a linear system. In the analysis diagram, the RED router becomes a block with 
queue length input and drop probability output. After applying the stable conditions of linear 
feedback system, the authors present the stable condition for the TCP traffic over the RED 
router. The authors also describe stable point of the system by setting the first derivative in the 
differential equations to zero. The authors also analyzed the roles of the RED parameters and 
tradeoffs in the parameters choices. 

They support their analysis by NS simulation, which is nonlinear in nature. Throughout the 
simulation, they show that by selecting RED parameters to satisfy the derived stable 
conditions, the queue length in the RED router can be stablized. In other words, no oscillation 
of the queue length will happen. They also do the simulations to show the impact of the RED 
parameters choices on the response time and robustness. 

Based on the seminal work [18], a number of research efforts are carried out. Ren et al. [21] 
proposed the gental-RED which is proven more stable than RED. Li et al. [22] proposed a 
nonlinear dynamic model combined TCP and UDP under RED and investigated system 
stability. 

In comparison with previous works, our approach is more general. The proposed AQM is 
designed to be class-based. Traffic belonging to different classes is controlled differently to 
maximize overall utility. 

2.2 Realtime Scheduling 
A number of scheduling schemes have been studied that provide various levels of timing 
isolation across multiple flows or classes of traffic. 

Weighted Fair Queuing was first presented in Demers et al. [23]. The nonpreemptive 
version Weighted Fair Queuing algorithm is proposed for packet network scheduling. 

In Weighted Fair Queuing, packets from different connections are stored in a FIFO queue. 
The scheduler computes the finish number for every packet when the packet arrives and 
associates every packets with their own finish numbers . 

The scheduler maintains a priority queue. Every connection with packets in the router has 
one and only one entry in the priority queue. The entry records the information of the first 
waiting packets of a connection. The priority queue is ordered by the finish numbers of the 
entries. The packet which has the smallest finish number in the priority queue gets the chance 
to be transmitted. 

The finish number is computed on the basis of the weight of the connection and if the 
associated packet is the first packet of a busy interval. The finish number calculation makes 
sure that the bandwidth is fairly shared between connections according to their weights. 

The round robin scheduling algorithm is a well known algorithm and widely implemented 
in many operation systems. In round robin algorithm, every waiting job gets service in the 
round robin fashion. 

The major difference between weighted round robin algorithm and traditional round robin 
algorithm is that in weighted round robin algorithm, different jobs can get different service 
time during a round. The major advantage of weighted round robin algorithm over the 
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weighted fair queuing algorithm is there is no need to maintain a priority queue in weighted 
round robin algorithm. 

The weighted round robin algorithm is suitable to packet switch network and has already 
been used in ATM networks according to [24]. There are also several variants of weighted 
round robin algorithm such as Stop and Go algorithm proposed in [25], Hierarchical Round 
Robin algorithm proposed in [26] and Budgeted Weighted Round Robin algorithm proposed 
in [27]. 

In our model, the traffic isolation scheduling mechanism can be chosen from Weighted 
Round Robin or Weighted Fair Queuing as proposed or analyzed in [23], [28], [25], [29], [26]. 

3. System Model and Problem Definition 
The system model is as in Fig. 2. In our scheme, we design a multi-class RED control block. It 
is composed of several RED queues. Different RED queues will have different RED 
parameters such as maximum and minimum thresholds, slope and weighting factor. 
 

 
Fig. 2. System Model 

 
So the whole picture of our scheme is as following: When the traffic enters the router, it will 

be classified into one of the RED queues in the multi-class RED control block. Different 
queues will have different bandwidth assignment. The bandwidth assignment is determined 
according to the result of our NLP optimization program. When the change of traffic arriving 
probability crosses a certain threshold, the optimization program will re-run and then the 
bandwidth will be re-assigned to different classes. Obviously, there is a tradeoff in selecting 
the threshold. Small threshold will cause more precise control, that is, the system can adapt to 
the traffic changes more quickly, but it will cause the transient phase happens more often. 

In general, traffic from different applications can be classified by port numbers. For 
example, telnet packets, ftp packets, ssh packets, and http packets can be classified based on 
server-side port numbers. Bernaille et al. [31] proposed a technique to classify packets on the 
fly. Advanced classification algorithms such as [32] classify traffic by exploiting the 
distinctive characteristics of applications. In this paper, we assume the use of the previous 
proposed classifiers to focus on application-aware queue management schemes.  

For traffic from different applications, the utility function will be a function of traffic loss 
rate due to the reason presented in the introduction section. We represent it by ( )igiU δ . i 
means the ith class of traffic. iδ  here means traffic loss rate of the ith class of traffic. Different 
applications will have different utility functions.  

The total utility will be the sum of the utility contributed by all the classes of traffic. We can 
express it as following: 

ngnn
a
n22g2

a
211g1

a
1totoal U)1(PU)1(PU)1(PU δδδδδδ −++−+−= L     (1) 
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where Pa
i  represents the arriving probability of ith class of traffic and n is the number of 

classes. 
Now let’s take into account of the network resource constraints. Suppose the network 

bandwidth is the bottle-neck right now. Assume the bandwidth assigned to the ith class traffic 
is ic , ic will be a function of traffic loss rate 

iδ . We can express this as: 

( )δ iii fc =                                                      (2) 
Function if will depend on the application dynamics. It describes the relationship between 

bandwidth and traffic loss rate when the system is in the equilibrium state.We will further 
introduce the function and how to get this function in later sections. 

Apparently, the sum of the bandwidth assigned to all the classes of traffic should be no 
greater than the total bandwidth available. So 

Cc
n

0i
i ≤∑

=
                                                            (3) 

where C is the link bandwidth. 
Since 

iδ  is the traffic loss rate or drop probability for the ith class, 

10 i ≤≤ δ                                                          (4) 
for i = 0, 1, ... n. 

Now our problem becomes to find the optimal traffic drop vector [ ]n21 ,,, δδδ L to 
maximize the total utility expressed in Equation (1) under the constraints of Inequalities (3) 
and (4). It is a constrained optimization NLP problem. We can use Lagrange Multiplier and 
non-negative Kuhn-Tucker conditions to solve it. In our simulation we use Matlab to solve the 
optimization problem. 

Note: Since up to now, we still have not touched the stable condition which can make the 
whole system stable, the constraints listed above is incomplete. We will discuss the stable 
condition constraints in the following sections. 

4. The Scheme in Case of Precise Traffic Classification 
In the following, we will first study one node case and then network case. 

4.1 One Node Case 
In this section, we will consider a simple case, where: 

• Network: one node (i.e. router or switch) 
• Traffic: two classes (one is TCP, and the other is Simple-UDP (SUDP) 1). 
We will first describe how to complete the constrained optimization problem in this simple 

case. 
1) Differential Equations for SUDP and TCP Applications: In this subsection, we derive 

the differential equations of SUDP and TCP applications. 
a) SUDP applications: They represent a type of video or audio applications which are 

based on UDP, and have the following end-to-end control behaviors: 
• Once sender gets a packet loss indication, it will send β packets retransmission. 

                                                           
1We will describe its features later. 
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• The relation between playback buffer occupation at the receiver and the sender 
transmission rate is as in Fig. A.10. (Assume the sender will adjust the transmission rate 
according to the feedback from receiver about the playback buffer occupation) 

• Assume the sender is sending CBR video, audio or other data. So at the receiver side, 
the playback buffer is drained at a constant rate R. 

From the above behaviors, we can get the following differential equations to describe the 
dynamics of this class of traffic. Please refer to Appendix A for more details. 

( ) ( ) ( )( ) ( )dtttptp1
R
dtq

td i1
max

max
i1 λβ

λ
τλ +−+−=+−                      (5) 

where τ , q max
, and λ max  represents half RTT time, size of playback buffer, and maximum 

sending rate respectively. We use ( )tp  and ( )ti1λ to denote the drop probability function for 
the class and sending rate function for ith flow. 

( ) ( )∑+−=
=

n

0i
i1 tc

dt
tdq λ                                                (6) 

where ( )tq  represents the queue size function for the class. 

b) TCP applications: The differential equations to describe TCP behavior have been 
derived in [18]. The equations are listed as follows: 

( )
( )

( ) ( )( )
( ) ( )( )tRtp
tR2

tRtWtW
tR

1
dt

tWd
i

t

iii

i

i −
−

−=                        (7) 

( ) ( )
( )∑+−=

=

n

1i i

i

tR
tWc

dt
tdq                                                (8) 

where ( )tW i  and ( )tR i  denote the congestion window size and round trip time functions for 
ith flow. Again we use ( )tp  and ( )tq  to denote the drop probability and queue size function 
for the class. 

2) Derivation of Stable Conditions for SUDP System and TCP System: The importance of 
stability to RED systems relies on the following facts: 

• According to [12], the performance of the RED system is the same as one of the 
drop-tail system, if the RED system is not stable, and the load is around 90-100%. The 
reason is that if the system is unstable, there are a lot of oscillations. The oscillations 
can cause more queue overflows and subsequent retransmission than the stable 
conditions. 

• Stability will lead to small jitter and smaller buffer required at the receiver. To gain the 
advantages of the stability, we have to derive the stable conditions of systems. The steps 
of deriving these conditions are that first to describe the application traffic behavior into 
differential equations, then to obtain the transfer functions of the system, finally to use 
the control method to analyze the whole system. 

a) The transfer functions of SUDP system: The transfer functions can be derived as 
below. Please refer to Appendix A for derivation. 

( )
( )

( )( )p11
q

s

1
q

sP
0

max

max

0
max

max

sudp

−++

−
=

βλ

λβλ
                                    (9) 

( )
s

NsP queue =                                                          (10) 
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b) The transfer functions of TCP system: They have been derived in [20]. They are listed 
as follows: 

( )

CR
N2s

N2
CR

sP
2
0

2

2
0

tcp

+
=

                                                 (11) 

( )

R
1s

R
N

sP

0

0
queue

+
=

                                                   (12) 

Then we can get the system diagram in Fig. 3. We need to find out the range of RED router 
parameters to make the system stable. There are two ways to analyze this system: 

• Multiple input and multiple output system: Since the phase problem is also included in 
this model, the analysis of this system will be complex and the system is a nonlinear 
system. 

• A simplified way: First decouple the two loops. For loop1, we can think 2q  input to the 
( )sC1  block is just an offset, if we can make sure the loop2 is working in stable 

condition. So we need to find out the parameter range to make the system stable. We 
adopt the simplified way for its simplicity and robustness. 

c) SUDP loop: Given the transfer function of the RED control derived in [20], the 
transfer functions of RED control used in SUDP loop can be written as: 

( )

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
+

= −

1
2

K

LC

udp

dupred

j
j

ω
ω

                                         (13) 

So the loop transfer function of SUDP system can be derived as follows:  
 

 
Fig. 3. UDP and TCP Control Model 
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where 
thth

P
L

udpminudpmax

udpmax
udpred

−−

−
− −

=  , ( )
δ

α udpe
udp

1log
K

−
= . The parameters 

α udp and δ are the weighting factor and sample time for the class respectively.We use N, λ0 , 
and p0 to denote the number of flows in the class, the sending rate and drop probability in 
equilibrium state respectively. 

To keep the SUDP loop stable, we need to make sure ( ) 1jL <ω and ( ) °−>∠ 180jL ω . 
So 

( )
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q

1
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2
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where ( )( )
⎭
⎬
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⎨
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d) TCP loop: For the TCP part, the range is given in Hollot et al. [20]. It is listed as 
follows: 

( )
( ) 12

2

2

3

2
+≤

−

+
−

K
w

N
CRL

tcp

gtcpred

                                     (16) 

where 
( ) ⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+
=

+

−

R
1,

CR

N2min1.0w 2g

 and L tcpred− and K tcp are defined similarly as those for 

SUDP loop. The parameter N − and  R + denote the lower limit of the number of TCP flows in 
the class and upper limit of round trip time. 

e) Stable points: Having got the stable conditions of the system, we need to find out the 
stable point. The stable points can be got from the differential equations. Please refer 
to the appendix for details. For UDP traffic, the stable point is as following: 

( )( )λβ 00 1p1
R
1

+−=                                        (17) 

λ 0udp NC =                                                    (18) 
where Cudp  represents the bandwidth assigned to the SUDP class. 

For TCP traffic, the stable point is given out in paper [20] as following: 
2pW 0

2
0 =                                                        (19) 

N
CR

W
tcp0

0 =                                                    (20) 

where W 0  and Ctcp  represents the congestion windows size in equilibrium state and the 
bandwidth assigned to the TCP class. 

Through simulation, we find Equation (19) is not accurate enough. So we re-examine the 
equilibrium state of TCP traffic and get the following equations to describe the stable point, 
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where v is the difference between maximum congestion windows size and minimum 
congestion window size in equilibrium state. The relation between 0ω  and 0p  can be 
simplified into one equation by combining Equation (21) and (22). Detailed derivation of 
stable points equations is available in Appendix B. 

These stable points equations are correspondent to 
if  in Equation (2). 

3) The Constrained Optimization Program: The previous section gives out how to make 
the system stable. Now we can return to the optimization problem defined in model 
section.  

With the addition of the system stable constraints (14) and (16), now we get a complete set 
of constraints of our optimization problem. To solve the optimization problem, we still need to 
know the arriving probability pa

i  in our object function (1). The arriving probability can be 
got from information collected by classifier or inferred from the queue size of different 
classes. 

Our aim is to achieve maximum total satisfaction or utility. To achieve our aim, we need to 
make sure that the system will be stable at point where maximum satisfaction or utility is got. 
From the relation of stable point in above Equations (17), (18), (21), (22) and (23), it is 
obvious that we can change the bandwidth assignment to adjust the stable point so that the 
stable point is also the optimal point. 

So after we determine the optimal drop probability for each class of traffic by solving the 
constrained optimization problem, we can allocate bandwidth to each class of traffic from the 
above stable point equations. 

4.2 Network Case 
Using differential equations to describe a class of application traffic will cause the aggregation 
error. How can we reduce the aggregation error to the equations more accurate? Our approach 
is to classify the traffic based on the geographic information because traffic which has similar 
routes will have similar traffic parameters such as round trip time for TCP traffic. Thus more 
classes, more accurate the equations are. Ideally if we classify every flow into one class, our 
scheme is similar to per-flow queuing scheme with optimization scheme. So depending on 
how precisely we want to get the optimality, we can decide how many classes we want to have 
in the system. 

5. Performance Evaluation 

5.1 Simulation Setup 
We use topology shown in Fig. 4 in our simulations. The bandwidth and delay of link between 
hosts and routers are 10 Mbit/s and 1 ms respectively. The bandwidth and delay of link 
between routers are 1 Mbit/s and 1 ms. We did extensive simulations on the proposed RED 
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control. Since the maximization of total utility is guaranteed by the optimization process in the 
proposed approach, our experiments below focus on stability and stable points. Due to the 
space limit, we show typical experiment results below. More experiment results are available 
at [30]. 

1Mbit/s

10Mbit/s 10Mbit/s

1Mbit/s

10Mbit/s 10Mbit/s

 
Fig. 4. Simulation Topology 

5.2 Stability 
We did extensive experiments on controlling different amount of traffic flows by the proposed 
RED control. Typical experiment results for different amount of traffic are shown in Fig. 5, 
Fig. 6, and Fig. 7. In Fig. 5, Fig. 6, and Fig. 7, the number of TCP and SUDP flows (denoted 
as N) is 10, 30, and 60 respectively. The experiment results of sixty TCP flows with sixty 
SUDP flows are shown in Fig. 7. In Fig. 7(a), both average queue length and current queue 
length are shown. In Fig. 7(c), both congestion windows size and slow-start threshold of a 
typical TCP flow are shown. We can observe under the proposed RED control, the stability 
can be maintained. 
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Fig. 5 (b) Drop Probability (Y: Drop  Probability, 
X: Time in seconds, N=10) 
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Fig. 6 (c) Congestion Window Size (Y: Window 
Size, X: Time in seconds, N=30) 
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Fig. 7 (b) Drop Probability (Y: Drop  Probability, 
X: Time in seconds, N=60) 
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    From Fig. 5, Fig. 6, and Fig. 7, we can also observe that transient phase is longer when more 
traffic flows going through the system. In other words, it takes more time for the system to get 
into stable states. We beleive it is because that it takes more time to notify enough traffic flows 
to slow down by packet drops when lots of traffic flows are going through the system. So there 
are too many traffic flows classified into one class, it is necessary to split the class to reduce 
the length of transient phase. 

5.3 Stable Points 
Table 1. shows the difference among simulation result and expected results from our method 
and Hollot’s method about drop probability in equilibrium state. Table 2. shows the difference 
among simulation result and expected results from our method and Hollot’s method about 
queue size in equilibrium state. 
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Table 1. Stable Drop Probability Comparison 
Flow Numbers 1 2 5 10 30 60 

Simulation Result 0.004 0.0041 0.00417 0.0042 0.00415 0.00424
Our Method 0.005 0.005 0.005 0.005 0.005 0.005 

Hollot’s Method 0.0068 0.007 0.0066 0.0067 0.0064 0.0066 
 

Table 2. Stable Queue Size Comparison 
Flow Numbers 1 2 5 10 30 60 

Simulation Result 10 22 58 117 357 710 
Our Method 12.425 26.35 68.125 137.75 416.25 834 

Hollot’s Method 15.61 32.4 85.25 171.15 528.17 1044.72
 
The difference between our method and Hollot’s method is about the relationship between 

windows size and drop probability in equilibrium state. So we compares these two methods in 
the Fig. 8. In Fig. 8, Hollot’s curve is above our curve. We can also observe that when the drop 
probability in equilibrium state becomes smaller, the difference between these two curves 
become larger. We believe it is because in equilibrium state, the difference between maximum 
window size and minimum window size becomes larger when drop probability in equilibrium 
state becomes small. 

6. Extension and Conclusion 
In this paper, we propose an approach to maximize utility by optimizing RED control. To 
make our approach scalable, it is designed to be class-based. Traffic belonging to different 
classes is controlled differently to maximize overall utility. We verify the proposed approach 
through extensive experiments. 

Our scheme can be extended to deal with the DDOS attacks. When the arriving probability 
of a certain class of traffic increases significantly, we can further split the class into mulitple 
classes. As we mentioned before, if there are more classes, we can get more utility but at the 
cost of more queue management overhead in normal case. For DDOS attack case, we can 
further split the classes until the attack flows are roughly isolated. Then this isolated DDOS 
traffic will get a large drop probability after calculation of our optimization problem because 
the utility function of DDOS traffic will be negative. 
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Appendix 

Appendix A: SUDP Dynamics Model 
The SUDP flow model is as in Fig. A.9. In Fig. A.9, the symbols definitions are as following:  

i1λ : the sending rate of the ith flow from sender 

i2λ : the arrival rate of the ith flow at the receiver buffer 

bq : buffer occupation at the receiver playback buffer 
c: link speed 
q: queue size at the RED router 
p(t): drop probability at the RED router 
 

 
Fig. A.9. SUDP Model 1 

 
The relationship between sender’s transmission rate and receiver’s playback buffer 

occupation is as Fig. A.10. 
 

 
Fig. A.10. SUDP Model 2 

 
So for this model, we can get: 

( )
( ) qtqd
td

max

max

b

λλ
−=

                                              (A.24) 

 
(1) PLAYBACK BUFFER EQUATION 
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From the point view of the playback buffer size, the size changes can be from three aspects. 
They are constant consumption of the playback buffer, β retransmission packets due to every 
packet loss and arrival of new packets respectively. So we can get the following equation: 

( ) ( ) ( )dttdtt
R
dtdttNd

R
dt

qd i2loss
i

i2i
i

b λλβλβ ++−=++−=  

( )tlossλ  : arrival rate of loss indication Since the traffic is going through the RED router, so 
( ) ( ) ( )ttpt i1loss λλ =                                          (A.25) 

( ) ( )( ) ( )ttp1t iti2 λλ −=                                       (A.26) 
Note: actually there is some delay between drop probability and all λ s . The delay is 

considered in the RED model. 
Then, 

( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )dtttptp1
R
dtdtttp1dtttp

R
dtqd i1

i
i1i1

i
b λβλλβ +−+−=−++−=

 

Together with Equation A.24 we can get: 
( ) ( ) ( )( ) ( )dtttptp1

R
dtq

td i1
imax

max
i1 λβ

λ
λ +−+−=−                      (A.27) 

Since the feedback from the receiver to the sender need to take time, we model this delay as 
half round trip time RTT). So we get: 

( ) ( ) ( )( ) ( )dtttptp1
R
dtq

td i1
imax

max
i1 λβ

λ
τλ +−+−=+−                     (A.28) 

τ: half RTT time 
 
(2) RED BUFFER EQUATION 
 

 
Fig. A.11. SUDP Behavior Model 

 
At the point view of the buffer size at the RED router, the change of the buffer size can be from 
2 aspects. They are constant departure from the router when congested and arrival from the 
sender. So we can get the following equation: 

( ) ( )∑+−=
=

n

1i
i1 tc

dt
tdq

λ                                              (A.29) 

From the playback buffer equation and RED router equation, we model the UDP behavior 
dynamics as following: 

( )sP b  can be got from playback buffer equation. 
( )sP queue

 can be got from the RED buffer equation. 
 
(3) SUDP TRANSFER FUNCTION 
For UDP loop, the equilibrium state is got when ( ) 0

dt
td

=
λ  and ( ) 0

dt
tdq

=  

From the playback buffer equation and RED buffer equation, we can get the equilibrium 
state: 

( )( )λβ 00 1p1
R
1

+−=                                            (A.30) 

λ0udp Nc =                                                      (A.31) 
We can simplify the UDP playback buffer equation and RED buffer equation as following: 
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( ) ( ) ( )( ) ( )τλτβλ
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−−−++−=− ttp11
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1

dt
tdq
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( ) ( )tNc
dt

tdq
1λ+−=                                         (A.33) 

Then we do linearization, let 
( ) ( ) ( )( ) ( )τλτβλ −−−++−= ttp11

R
1p,q,f 11

                 (A.34) 

( ) ( )tNcp,g 11 λλ +−=                                      (A.35) 
At the equilibrium state ( )q,p, 000λ ,  we can get 
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So around the equilibrium state, we can get 
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q
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10
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    (A.41) 

( ) ( )tNtq 1λδδ =                                              (A.42) 
After Laplace transform, we can get 
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( )
s
NsP queue =                                                 (A.44) 

So the complete loop transfer function 
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Appendix B: TCP Traffic Stable Point 
Through extensive simulations on the stable point, we find the stable point equation given out 
in Hollot et al. [20] is not accurate enough. 

So we have tried to find out the reason why the stable point is not accurate. We think the 
inaccuracy is from two factors. One is about the first differential equation which describes the 
behavior of the window size given out in Misra et al. [18]. The equation is based on the 
additive-increase multiplicativedecrease behavior of TCP. But this equation has omitted the 
fact that when a timeout event happens, the congestion window size will decrease to one. In 
our simulation, we find really there are timeout events when the RED system is in the 
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equilibrium state. 
The other one is about the deduction in Hollot et al. [20] of the stable point. From the angle 

of control theory, it is straightforward to find the stable point by setting change of queue size 
with time to zero, that is 0

dt
dq

= . But for a TCP flow in equilibrium state, the congestion 

window can change from the maximum to half the maximum when a packet drop occurs. Then 
the congestion window size will increase step-by-step to the maximum. So we can not just 
simply substitute the w with 0W  when finding the stable point equation. 

Let’s first look at the one flow case. Suppose now the RED router is table at drop probability 
p0 . So on the average, there will be a packet drop every 

p
1

0

 packets. To simplify the analysis, 

we assume the packet drop happens every 
p
1

0

packets. Then the congestion window changes 

periodically as Fig. B.12 in equilibrium state. 
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Fig. B.12: Congestion Window  Dynamics in Equilibrium State 

 
Here we assume 0W , the equilibrium state window size is the average of the window size 

over time in a period T. So ( )dttw
T

T

W ∫=
00

1 . Since the system is in the equilibrium state, the 

queue size should not build up at the end of a period. So these 
p
1

0

 packets should be digested 

in time 
cp

1

0

 . In another word, 
cp

1T
0

=  . 

( )dttwT
0∫  is the area under the w(t). So it can be computed as rw i

n
1i i∑ = .  ir  the round trip 

time in the ith interval. Here we assume that the ir does not change in the ith interval for 
simplification. 

Now let’s look at the time it . Suppose the queue length at time it is iq . So at the end of the 
ith time interval, these iq  packets will just leave. As we all know, in every round trip time, the 
congestion window increase by one in congestion avoidance phase. So in the ith interval, the 
sender will receive iw acknowledges, which means iw  packets will be sent out from the 
sender. So the queue size at the end of ith interval will be around iw . In the (i+1)th interval, 
we can assume the queue size is around 1wi + . Then round trip time ir  is around 

c
q i . (c is the 

bandwidth.) 
The window size falls from the maximum to half maximum when the sender gets the 

duplicate acknowledges for Reno TCP. Then the window size will freeze about one round trip 
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time rt  before it begins to increase again. So rt  is around 
c

w n . Since 1w is equal to a half of 

nw  and, 1ww i1i +=+ , ( )1n2wn −=  and 1nw1 −= . 
From above, we can get 
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Since T is composed of n round trip time and a retransmission time, we can have the 
following equation: 
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Our simulations show that equations (B.45) and (B.46) are more accurate than the stable 
point equation given in Hollot et al. [20]. 

 
(1) MULTIPLE FLOWS CASE 
When multiple flows share one link, according to [17], the multiplicative-decrease and 
additive-increase mechanism of TCP protocol will lead to a fair and stable state. Since our 
drop policy is fair to every flow in a certain class, the flows within one class of traffic will 
eventually get into a fair state too. Same as the one flow case, in the equilibrium state, the 
packets will only be dropped by the RED drop policy. There will be no queue overflow drop if 
we can make the system stable at the dynamic region (between maximum threshold and 
minimum threshold). Thus we can think n flows sharing a link whose bandwidth is c as one 
flow occupying a link whose bandwidth is

n
c . Since equations (B.45) and (B.46) are irrelevant 

with flow bandwidth, they are also suitable for multiple flows case. If we follow the steps in 
the one flow case, we will also get these two equations for multiple flows case. 
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