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Abstract

Energy efficient operations are essential to increase the life time of wireless sensor network. A cluster-based protocol is
the most common approach to preserve energy during a data aggregation. This paper deals with an energy awareness and
autonomous clustering method based on time delay. This method consists of three stages. In the first phase, Candidate
Cluster Headers(CCHs) are selected based on a time delay which reflects the remaining energy of a node, with considering
coverage efficiency of a cluster. Then, time delay is again applied to declare Cluster Headers(CHs) out of the CCHs. In
the last phase, the issue on an orphan node which is not included into a cluster is resolved. The simulation results show
that the proposed method increases the life time of the network around triple times longer than LEACH(Low Energy
Adaptive Cluster Hierarchy)m. Moreover, the cluster header frequency is less diverse, and the energy on cluster heads is
less spent.

Keywords : wireless sensor networks, clustering, autonomous, energy awareness, LEACH

1. Introduction

Due to technological advances, the manufacturing
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of small and low cost of sensors becomes technically
and economically feasible™ Recently, using Wireless
Sensor Network(WSN), an increasing interest has
been reported in various applications, including large
scale environment monitoring, battle field surveillance,
security management, and location tracking. In these
applications, hundreds of sensor nodes are left to be
unattended to report monitored data to users. Since
sensor nodes are placed randomly, and sometimes are
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10}’ it is impossible to replace

deployed in underwal
batteries often when batteries run out. Therefore,
reducing energy consumption is the most important
design consideration for sensor networks.

If the sensor nodes are deployed densely, there is
possibility of tremendous redundant data. Various
routing protocols have been proposed for wireless
sensor networks to alleviate the data redundancy
problem. Generally speaking, two classes are defined:
flat-based® and cluster-based®. In flat-based routing
protocols, all nodes typically are assigned equal roles
and functions. The Sensor Protocols for Information
via Negotiation(SPIN)* protocol belongs to flat-based
protocols. In the case of SPIN, a mount of energy
such as
advertising, requesting, this reduces the lifetime of

spent in communication among nodes,

network. Therefore, flat-based routings are not
preferred in a large scale WSN,
In cluster-based routing protocols, nodes are

partitioned into a number of small groups called
clusters. In each cluster, a Cluster Header(CH) node
aggregates the data from other nodes, which are
called Cluster Member(CM) nodes, and sends the
aggregated data to the central base through other
CHs or directly. Clustering concept reduces the
channel contention, and packet collisions as well,
resulting in better network throughput under high
load”. Because a cluster-based routing protocol
results in a better throughput and reduces messages
passing among the sensor node, we develop a new
cluster formation method.

The effectiveness of clustering formation is a great
role for cluster-based routing protocols. In previous
work, we presented a CETD(Coverage Efficient
Based on Time Delay) clustering method for wireless
sensor networks. However, two communication
ranges are required for cluster header selection, that
increases the design complexity of sensors. In this
paper, an ICETD(Improved CETD) method based on
the remaining energy and coverage efficiency of
sensor nodes is proposed. We define the coverage
efficiency of a node i, as the more residual covered
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area by node i excluding the areas covered by all
other nodes, the more coverage efficiency of node i
has. A node with a higher energy level and more
coverage efficiency is chosen as a CH. In addition,
ICETD is a distributed competitive algorithm, where
CHs are selected locally. ICETD is different from
LEACH” in terms of less computation, and from
ACS(Autonomous Clustering Scheme)® in terms of
location requiremnent.

The remainder of this paper is organized as
follows. Section I covers related work in this area.
In section I, we discuss network model and radio
model. Details description of the proposed protocol is
given in section V. Simulation results and conclusion
are in the last two sections.

II. Related Works
LEACH is a classic and probability based
clustering protocol for periodical data gathering
applications in WSN. Sensors elect themselves as
CHs at any given time with a predefined probability.
These CHs advertise their status by broadcasting a
message. All other nodes determine to which cluster
it wants to join in based on the received signal
strengths. LEACH provides load balancing, scalability,
and energy saving effectivelym. Nevertheless, the
probability that there is only one CH or there is no
CH is high when the desired value of CH is small.
Thus, when no CH is elected, all nodes must send
data to base station directly.

ACS® is a distributed cluster-based protocol.
However, every node must equip a GPS-like device
or other positioning techniques, and extensive
computation has to be performed to calculate delay
time. This may be power consuming, and increase
the cost of a sensor node. Furthermore, the number
of CHs centralizes in 10, which is not an optimal
number for a 100-node network according to the
reference’®. The number CHs are excessive in ACS,
and an elimination on CHs must be conducted.

CETD™ is a distributed and autonomous clustering
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protocol. CH selection is based on time delay. A node
with a higher energy level declares itself as a
Candidate  Cluster ~ Header(CCH) A
self-pruning algorithm is performed to select best
CHs among CCHs. Nevertheless, two communication
ranges must be required for cluster header selection
process.

earlier.

The contribution of this paper is that CH selection
is not based on probability. In addition, only one
communication range is required during clustering,
and nodes are not necessary equipped with GPS.
Furthermore, the there is less computation during CH
selection procedure.

I0. Network and Radio Model

Consider a sensor network consisting of hundreds
of sensor networks dispersed on a rectangular field.
We assume the nodes are homeogenous, and have the
capability of sensing,
communication.  Nodes the
quasi-stationary. Every node is assigned with a
unique ID, and a fixed sink node is far away from to

same

processing, and

in network  are

all sensors. Furthermore, sensors are sensing the
environment at a fixed rate, and thus always have
data to send to the BS(Base Station).

The radio model has been borrowed from the
reference!’. The total transmission cost Eu for
transmitting a k bit message to a distance d meter is
given by equation(l), and energy Ex spent on
receiving a k bit message is given by equation(2).
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The electronic energy, Eae depends on factors such
digital coding, and
spreading of the signal[g]. ers and enp stand for the
amplifier energy. If the transmission distance is greater
than a threshold value d, where is defined as 87m in

reference”, multi-path(ms) fading channel model is

as the modulation, filtering,
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used, otherwise, free space(fs) fading channel model is
applied.

IV. Cluster Header Selection

4.1 Cluster Setup

As discussed previously, our proposed method for
CH selection is distributed, and generated locally
without BS involvement. In the setup phase, every
node calculates its own delay time depending on its

remaining energy level as follows:

E,

remaining /

E

max

Tdelay: (]._ )+a

3

Emax is the initial power energy of battery, and
Eremainng 1S the residual energy of a a node. a is a
random number that prevents message colliding when
nodes have the same remaining energy level. Thus, o
has been chosen between [0, 0.1]. A node broadcasts a
CCH declaration message when delay time expires.
From the above equation, it can be seen that a node
with a higher energy level has a shorter Teeay, that is,
a higher energy level node broadcasts a CCH
declaration message always earlier than a lower energy
level node.

In the setup phase, there are totally four states:
Tentative Member(TM), CCH, CM, and CH. All the
nodes are in TM state before Taaay expires. A node
transfers from TM state to CCH state if a CCH
declaration message is broadcast. Also a node
transfers to CM state from either TM or CCH state if
three CCH declaration messages are heard from
neighboring nodes. CH nodes are the final cluster
headers. The reason of a node quits broadcasting a
CCH message comes from the low or none coverage
efficiency after three CCH declaration messages are
received. Because its neighboring nodes have covered
all or most area that this node covers. The following
example is to explain it more clearly.

Fig.1 shows an elimination strategy of a redundant
cluster. TM nodes are i, j, k, and m with their delay
time is 022 0.1, 02 and 021 respectively, with

reflecting their remaining energy. Node i received a
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Fig. 1.
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Eliminating strategy of a redundant cluster.

CCH declaration message from node j, since node j has
the shortest delay time. After that, coverage efficiency
of node i gets lower. After the node i received another
two CCH declaration messages from node k and m, its
coverage efficiency could be extremely low or zero.
Therefore, A TM node i is not necessary to be a CCH
node, and becomes a CM. This is a part of CH
elimination strategy in order to achieve an optimal
number of CH in the network.

4.2 Operational Details

1) stage one . After cluster setup phase, every node
starts to broadcast a CCH declaration message based
on Taeay. The main point is that a node becomes a CM
node whenever three CCH messages are received.
Since the coverage efficiency of such node is very low,
it gives up for declaring itself as a CCH node, and
becomes a CM node. Meanwhile, a CCH node becomes
a CM node as well if three CCH declaration messages
are received from neighboring nodes, whose delay time
expires later. A node tums into a sleep mode as long
as it is a CM node in order to save energy
consumption. This stage is named as broadcasting
CCH declaration messages, and is illustrated in Fig.2.
The number denotes the sequence of declaring a CCH
declaration message, that is, node 1 broadcasts first,
after that node 2 broadcasts, and so on. Some nodes do
not broadcast a CCH declaration message because they
have received three CCH messages from neighboring
nodes before its own delay time expires.
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Fig. 2. Broadcasting CCH declaration messages.

Depending on the network topology, excessive CCH
nodes may happen after stage one. Network efficiency
degrades if all CCHs become CHs. According to®, the
network is the most efficient when the number of CHs
is between three and five in a 100-node network.
Therefore, reducing the number of CCHs is required if
excessive CCHs exist. The CH elimination strategy for
reducing excessive CCHs is that only one CH is
permitted in the same cluster. Stage one takes 1.1
seconds.

2) stage two : The second stage starts at 1.1
seconds. It aims to reduce the number of CCH nodes.
This stage is named as the first phase CH competition
Nodes with black dots in Fig.3 are CCH nodes which
are generated from stage one. At this stage, all CM
nodes are still in the sleep mode, and only CCH nodes
are awake. Because CHs have not generated yet, a CM
node does not want to hear a CH declaration message
from a CCH node.

A CCH node competes to be a CH node by
broadcasting a CH declaration message at a random
time a , a is still chosen between [0, 0.1]. According
to our self-elimination strategy, only one CH is
permitted in a cluster, Therefore, a CCH node becomes
a CM node if a CH declaration message, that contains
a higher energy level than itself, is received. Otherwise,
it becomes as a CH. For an example, node 12 received
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Fig. 3. The first phase for CH competition.

a CH declaration message from node 3, and compares
its energy level with node 3 in Fig.3. Then, node 12
becomes a CM node based on our assumption that a
smaller number denotes a higher energy level. Stage
two takes 0.1 second, and CH nodes are generated at
the end of stage two. At 1.2 second, all CM nodes
wake up to receive a CH declaration message from
CHs.

Nevertheless, a node has to transmit data to BS
directly if no CH declaration message is received. Such
a node is called an orphan node in our paper. The
second phase CH competition is introduced for solving
an orphan node issue.

3) stage three: All nodes tum into the sleep mode
-~ again except for orphan nodes at the beginning of
stage three. Then an orphan node can be considered as
a CCH node in the stage two. In Fig.4, an orphan node
22 broadcasts a CH declaration message at a random
a. When multiple orphan nodes exist in a cluster range,
we still only select one orphan node as a CH in a
cluster. The CH competition among orphan nodes
follows the same strategy in the stage two. The final
cluster formation is shown in Fig.4. At the end of stage
three, all nodes wake up, and receive a CH declaration
message for CH nodes. A CM node chooses a CH
whichever is the closest.

In the case that no orphan nodes happen, all nodes
just keep silent in this stage, and select the best CH
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after stage three ends. The stage three only takes 0.1
second, therefore, it does not increase too much
overhead for the cluster formation when there is not an
orphan node.

In the proposed method, CCH nodes are generated
firstly, and then the CH declaration message is
broadcast out of CCH nodes in stage two. In stage
three, an orphan node considers itself as a CCH node
and redoes the procedure in stage two, meanwhile, all
other nodes are in the sleep node so that they cannot
hear any CH declaration messages, which are used as
for competing to be CHs among orphan nodes. At the
end of stage three, CH nodes are generated.

4.3 Cluster Header Selection Algorithm and
Time Chart

For the sake of completeness, we provide the pseudo
code of CH selection in Algorithm 1. In the CH
selection algorithm, each TM node calculates Teelay, and
starts to listen a CCH declaration message from
neighboring nodes. This is the stage one according to
previous definition, and it finishes in line 4. Stage two
starts from line 5 and ends in line 12. During stage
two, a CCH node broadcasts a CH declaration message
in a random time a in order to complete to be a CH
node. In the end of stage two, CHs broadcast a CH
declaration message to all nodes. A node is an orphan

node if no CH message is received. Stage three is to
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solve the orphan node issue. Finally, CH nodes
broadcast a CH declaration message, and a CM node
chooses the closest CH, and joins in that cluster.
Algorithm 1: Cluster Header Selection

setup phase:
1 Calculate Tguey for each node;

stage one’
2. Each TM or CCH node listens and receives the CCH
declaration message from neighbor nodes;
3. if three CCH declaration message are received then
becomes a CM and turns into sleep mode
4. end if
stage two: {only CCH nodes are awake for receiving
and sending messages)
if a CH declaration message received then
the one with a higher energy level becomes a CH;
else if no CH declaration message received then
becomes a CH;

N oo

8.
0.

end
All nodes are awake, and CH nodes broadcast a
CH declaration message;
10. if No CH messasge received then
11. ophan_node = true;
12. end
stage three:
13. orphan nodes compete to be CHs;
14. CM nodes choose the closest CH, and cluster
formation finishes

A time schedule chart for proposed cluster header
selection is plotted in Fig 5. It demonstrates the state
of each node during three stages. At the beginning of
stage one, every node is in TM state. A node becomes
a CCH node if a CCH declaration message is sent.
However, a TM node or a CCH node changes into a
CM node if three CCH declaration messages are heard
from neighhoring nodes, and turns itself into the sleep
mode. The first stage i1s accomplished at time 1.1. At
stage two, CH selection is conducted among CCH
nodes. In the end of stage two, all nodes in the sleep
mode have to wake up synchronously for receiving a
CH declaration message from CHs. If a CM node does
not have a CH choice, then it is an orphan node. Stage
two ends on time 1.2. Stage three is to solve the
orphan node issue. After three stages, CH selection is
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finished. Hence, CH starts to aggregate data, and sends
it to base station.

V. Simulation and Evaluation

5.1 Simulation Environment

To verify the effects of the ICETD algorithm, we
simulated ICETD protocol using ns2"”. For a fair
comparison, we make use of the same network model
used in LFACH. Simulation
parameters are listed in Table 1 .

For the intra-cluster communication, each CH sets
up a2 TDMA schedule for its CM nodes. Hence, each of
the CM nodes can transmit data to the CH at a given
time. This schedule is broadcast to all the nodes in a
cluster, and all nodes keep their radio off while they are

environment and

E 1. AEso)4 HaioH

Table 1. Simulation parameters.
Parameters Value
Network size 10m « 100 m
Sink coordinates x =0y =0
s 10 p)/bit/m’
€mp 0.0013 pJ/bit/m"
Eaegmgaﬁon 5 nJ/blt/31gna1
Data packet size 500 bytes
Number of nodes 100
Broadcast packet size 25 bytes
Packet header size 25 bytes
Titial energy 2 J/vattery
Broadcast range 75 m, 50m
Max transmission of CH 100 m
Time for each round 20 secs
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not transmitting data. For the inter—cluster
communication, CHs transfer the aggregated data to
BS at the maximum transmission range.

We evaluate the performance of our approach
ICETD with LEACH in terms of CH distribution,
energy consumption by CH, and network lifetime. The
lifetime of network is defined when only 109 nodes
alive. Our proposed method generates CH nodes more
evenly, and avoids two CH nodes locate in the same
cluster.

5.2 Performance Evaluation

At first, a comparison between the CH frequency
between ICETD and LEACH protocol is conducted.
The CH frequency is how often a certain number of
CHs occurs during cluster formation. Fig.6 shows the
number of CHs ranges from 1 to 13 in LEACH. In
contrast to LEACH, ICETD shows less diverse
frequency distribution pattern especially when R =
7om.

It is known that the network is the most efficient

R=75m
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Fig. 6. Frequency rate of the number of CH.

when number of CHs is between two and five in a
100-node network™. Therefore, the more chances of
the number of CHs is between two and five, the better
of the network performance will be achieved. The
improvement grained through ICETD is that the
percentage that the number of CH centers between two
to four is over 8096 when transmission range R = 7om
in Fig6(a), which outperforms LEACH protocol. When
the transmission range R = 50m in ICETD protocol, the
frequency of CH distribution does not vary too much in
contrast to LEACH. However, the network time is still
prolonged twice longer than LEACH protocol in
Fig.8(h). This comes from the fact the CH is well
distributed in ICETD.

The decreased transmission range R from 7om to
S0m increases the number of CHs and CCHs. The
increased number in CHs and CCHs of ICETD can be
interpreted the increase of broadcasts required. Finding
an optimal number of CHs for an energy efficient

sensor network is essential for an application, because
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Fig. 8. Network lifetime as a whole.

there is a tradeoff between the number of CHs and the
level of transmission power for communication.

Next, we compare the amount of energy spent by
CHs. 15 rounds of simulations are sampled, and the
amount of total energy spent by all CHs is shown in
Fig.7. The energy spent is less in ICETD than LEACH,
especially when R is chosen as 75m. Because the
distribution of selected CHs is uncontrollable in
LEACH, there is a dramatically variation of energy
consumption of CHs.

Lastly, we analyze the network lifetime between
ICETD and LEACH. Fig8(a) shows that ICETD
prolongs the life time of network three times longer
than LEACH protocol when R equals to 75m, and it
also shows the network life time is increased twice
when R has been chosen as 50m.  The well distribution
of CH is the most important part in ICETD. It makes
the hfetime of network longer. With the CH elimination
algorithm, only one CH is allowed in the same
communication range, which makes CHs fairly
distributed over the network.
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5.3 Discussion

In the simulation, one communication range is
enough for CH selection in ICETD in contract to
CETD. One hop communication is assumed for
inter-cluster communication so that CHs still have to
use the maximum transmission to send the data to BS.
The maximum transmission is  used limits the
scalibility of the protocol. Since only one CH is
permitted in a cluster, that is, none of two CHs are not
in a communication range. Therefore, reply nodes have
to be placed between any two CHs if a CH wants to
transmit data to BS through other CHs. The better
method is CHs should form a multihop backbone
whereby data are transmitted among CHS until they
reach the BS instead of using reply nodes.

Furthermore, intra-cluster communication scheme
may be needed to rethink about. Currently, we assume
nodes always transmit data to BS on their allocated
time schedule based on TDMA. In the practise, nodes
may only need to transmit data to BS if some tasks are
detected. In this case, how to make sure we efficiently
utilize bandwidth when not all nodes communicate to
the CH all the time".

In addition, load balancing is not considered in our
proposed approach. A CM node chooses a CH
whichever is the closest in ICETD, which results in
cluster unbalance issue. Unbalance cluster degrades the
network efficiency. .

CH elimination factor should be adjusted more
precisely. We state any node becomes a CM node if
three CCH declaration messages are received. It is
arbitrary to make such a statement, though its
simulation performance beats LEACH. At last, the
hidden terminal problem is not considered in our
simulation. When a CM node sends a Join-REQ
message to a CH, we adjust the transmission range to
2R to avoid the hidden terminal problem.

VI. Conclusion

To increase the lifetime of wireless sensor

networks, we illustrate a novel cluster header
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selection protocol, which is based on energy level,
During the
clustering, a node keeps silent until its delay time
expires, which is determined according to remaining
energy level. A node with a higher energy level, and
more coverage efficiency is selected to be a CH,
meanwhile, only one CH is allowed in a cluster.
Thus, CHs are well distributed. In addition, Fig.l and
Fig.2 are enough to satisfy all the possible cases to
make selecting CHs effectively.

The results show that ICETD
outperforms LEACH by uniformly placing CHs
throughout the whole sensor field, and the number of
CHs of each round is not in a diverse pattern.
Therefore, it is concluded that ICETD provides an
energy—efficient routing scheme that is suitable for a

and coverage efficiency of nodes.

simulation

vast range of sensing applications.

REFERENCE

[1] J. N. Al-Karaki and A. E. Kamal, “Routing
Techniques in Wireless Sensor Networks: A
Survey,” IEEE Wireless Communication, vol. 11,
Issue 6, pp. 6-28, Dec. 2004.

K Bae and H Yoon, “Autonomous Clustering
Scheme for Wireless Sensor Networks Using
Coverage Estimation-Based Self-Pruning,” IEICE
Trans. on Communications E8-B(3), pp.
973-930, 2005.

J. Gong, H. Kim and G. H. Cho, “A Converage
Efficient Clustering Method Based on Time
Delay for Wireless Sensor Networks”, Proc. on
the ICWN'08, Las Vegas, NV, July 2008, pp.
82-86.

W. Heinzelman, A. Chandrakaasn and H.
Balakrishnan, “Energy-Efficienty Communication
Protocol for Wireless Microsensor Networks,”
Proc. on the HICSS 00, pp. 660-770, Jan, 2000.
W. Heinzelman, J. Kulik and H. Balakrishnan,
“Adptive Protocols for Information Dissemination
in Wireless Sensor Networks,” Proc. on 5th
ACM/IEEE MobiCom'99, Seattle, WA, pp.174-85,
Aug. 1999

W. Heizelman, A. Chandrakasan and H.
Balakrishnam, “An application Specific Protocol
Architecture for Wireless Microsensor
Networks,” IEEE  Trans. Wireless

(2]

[3]

4]

(5]

6]

on

(141)

Communication, vol. 1, no. 4, pp. 660-770, Oct.
2002.

Q. Wang, G. Takahara and H. Hassanein,
“Stochastic Modeling of Distributed, Dynamic,
randomized Clustering Protocols in  Wireless
Sensor Networks,” Proc. on ICPPW'04, pp.
456-463, 2004.

Q. Younis, M. Krunz and S. Ramasubramanian,
“Node Clustering in Wireless Sensor Networks:
Recent Developments and Deployment
Challenges,” IEEE Network, vol. 20, Issue 3, pp.
20-25, May-June 2006.

L. Zhao and Q. Liang, “Optimum Cluster Size
for Underwater Acoustic Sensor Networks,”
proc. on MILCOM, no. 1, pp. 1673-1677, Oct.
2006.

[10] ns2, http://www.isi.edu/nsnam/ns/

(7]

(8]

(9]



10

orn ]

s Z2EAIY)

2007@ Saint Francis Xavier
University, Canada

20074 ~dA AEYsn
AAZ R FEE ALz

<F AT ¢ FAEA AAMY

EQa, HEHAFH, BNEL>

’

AR A4

19861 ~1999d Al ~"F&AF 4
A79

20009~ AA FIAer] & AR
A7 AYATY

<FRATOF D FA, Hek, gaE>

T UM WEAIONM NZEXIH 7i8h S4E Halx 28Xl

X X4 W

(142)

2326y ot

—

34 2

o2 HEAI)

20079 #A W E 7 FE
A A}
FAYER AFE
uhA} 24

x‘ 1983 ~1999d Al A ¥ 38

a A7 A7 Y

20008 ~dA A7 eHABATY

2008\

<FAROF: FUEA, /MY, AEH>

= 7| A3 Y- A A=}
198513 Adojstal AAHE A g
AL £4
A-glstn AAibE A sk
AAL £
%=+ Newcastle U8t
L e Aireta whal £
19873 ~1997d I AAFAATY AddA+Y
19973 ~19999 Exdistn ZAFE 5

A A7
19993 ~& A AEUEn HAAHRFERE g
20073~ & A FAABAV|EATAE A34%
<FBAR: FHFR, AFEHEA, BAAE
Azg BAYEYIRQ FAYEYA>

1987

19964



