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Automatic speech recognition (ASR) has been successfully applied to many real human computer interaction
(TICT) applications, however, its performance tends to be significantly decreased under noisy environments, The
invention of audio visual speech recognition (AVSR) using an acoustic signal and lip motion has recently attracted
more attention due (o its nouise—robustness characterislic, In this paper, we describe our novel integration
scheme for AVSE based on a late integration approach, Firstly, we introduce the robust reliabilily measurement
for audio and visual modalities using model based information and signal based information, The model based
sources measure the confusability of vocabulary while the signal is used to estimate the noise level, Sceondly,
the output probabilities of audio and visual speech recognizers are normalized respectively before applying the
final integration step using normalized output space and estimated weights, We evaluate the performance of

our proposed method via Korean isolated word recognition system, The experimental results demonsirale the

effectiveness and feasibility of our proposed system compared to the conventional systems,

Keywords. Audio Visual Speech Recognition, Reliability, Late Integration, Hidden Markov Model

ASK subject classification: Specch Signal Processing (2)

I. Introduction

Automatic speech recognition (ASR) has attracted
significant intercst of many researchers around the
world due to its exciling applications and challenges,
A successful ARS can be applied to well-defined
applications like dictation and medium vocabulary
transaction  processing iasks in  controlled
environmenis, However, the performance of ASR
systems has not yet reached the required level for real
applications, This is becausc the accuracy of ASR
systems will be degraded rapidly in real applications
because of scveral factors such as channel,
cnvironment, ete,, The mosl important one is the
effects of noisy environments, When speech is taken
in noisy conditions such as bus, babble, car, etc,, its
acoustic modality is far different from that of training
data,

Corresponding author: Jin Young Kim {beyindi@jnu.ac.kr}
School of Electronics & Compuler Engineenng, chonnam National
University, 300 Yongbong—Dong Buk—-Gu, Gwanguu 500-757.
Korea

However, human speech perception considers not
only an acoustic signal bul also lip motion, Speech is
more intelligible if the face of the speaker can be seen,
especially in noisy conditions, Thus, more robust
automatic speech rceognition is possible if visual
information can be integrated with traditional
acoustic systems, There have been many publications
[1-5] against integrated audio visual approach for
enhancement of the performance of speech recognition
systems, They claimed that the integration of audic
and visual modalities significantly improves the
accuracy, especially in noisy conditions, Although
there are a variety of proposed approaches to audio
visual fusion, they can be divided into two categories:
early integration and late integration, The late
integration method is proved to be more effective than
the early one by many experimental results,

Generally, the late integration based AVSR systems
work hy the following steps, First, the acouslic and
visual speeches are recorded and potential features

are extracted, Then, Lhese fealures are inputted
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to audio visual recognizers, or cxumple HMMs,
respectively  to  oulput  the  corresponding
probabilities, Finally, the two probabilitics of audio
and visual sireams are inlegrated with the use of
stream weights or reliabilities. The reliability is used
to measure how much each modality contributes to
micgration, A common way Lo cstimate the reliability
is hased on the noisc level (SNR) [6-8| or voicing
index [9] or frame—dependent SNR of audio signals
[10). However, this approach hus a problem thut the
reliability of visual speech is nol taken into account,
There are other proposcd methods to measure the
confidence of uudio visual modality bascd on the
output probabilities of the corresponding HMMs,
called eniropy based contidence as in [11]: in [12] the
authors use a further neural networks step to
determine the weight of each modality based on
score—hased rcliability,

In this paper, we introduce a more robusi, reliability
measurcment  applicd to the audio visual late
integration, Our proposed method combines the modal
based reliability and the signal based reliability, The
model based reliability is caleulated by using HMMs
of audio and visnal models, The motivation of this
caleulation is to measurc the confusability of a given
vocabulary of ASR which is onc of the faclors causing
the degradation of the performance, The signal based
reliability is based on noise information of audio
signals including a SNR level and a noise type, These
two reliabilities are fused via a mapping function
aplimized by particle swarm oplimization (PSO) [13)
to compute the weighls of audio and visual modalities,
At the integration step, the output probabilities of
audio and visual recognizers arc normatized to the
range [0 1] respeclively, and then summed up with the

appropriate estimaled weights,

1I. Audio Visual Model based
Reliahility

In speech recognition, cven though the speech

signal is perfectly clean, the performance slill cannot
reach to 100 %, This is because there are words in the
vocabulary being similar or confusable, Tor example,
‘presents is easily misunderslood as presence’;
‘might’ can be misrecognized as ‘night somelimes,
This Teads to the confusability definition in the speech
recognition sysitem, Confusable word problems are
also  totally correct under the wvisual specch
recognition system, As we know, the performance of
visual specch recognition is always lower than the
audio case hecause visual information or lip motion
is distinguished less than audio signals, It is true that
human convergation is difficult to understand if we

just look at the speaker’s mouth,

2.1, Word Confusability and HMM Distance

In the speech recognilion system using [IMM,
speech is modeled by HMM, and il is often to measure
how confusable the two words are, 'This comes to the
caleulation of the distance between two HMMs or HMM
meiric, The common approach is computing the Bayes
error of two LIMMs, Llowever, there are no analytically
and numerically tractable closed form melhods to
solve this problem so far, A cornmon alternative, thal
Is numerically approachable, is HMM divergence
instead of [HMM metric, The two mosl widely used
methods are based on Kullback Leibler [14] and
Bhallacharyya [15]) divergence,

Confusability of two words can be defined as the
simnilarity or distance of two HMMs [16). The smaller
the distance is, the more confusing the two words are,
‘The common method o calculale the HMMs distance
is based on the Cartesian product of two HMMs (Figure
1) resulting in the state—based weighted edil, graph,
The weight for cach edge of this graph is the distance
of two GMMs appropriale with two states of two words
rospectively, The distance of two GMMs can be
estimated by Kullhack Teibler or DBhattacharyya
divergence |17-19], The final HMM distance is then
the total of weights in the shortest path of the graph
[201121] (Equation 1),

D— Tweights of shortest path (1)
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In our study, we used Bhattacharyya divergence
which is proved 10 be betlter than others methods [18]
to compute word confusability, By using word
confusability, we are able to calculate the predictable
confusion matrix of a specific word group in which an
clement of a confusion matrix is the distance of two
corresponding HMMs, Confusion matrix is commonly
used in predicling phoncmics confusions in speech
recognition systems, However, the idea that we used
confusion matrix to estimate the model based
reliability of a word group is comparatively novel and

will be interpreted in the next sections,

2.2, Normalized HMMs Distance

In a specific ASR system, different words in a
vocabulary can be modeled by the different HMMs
structure with various numbers of states, If two words
have a larger number of statcs, the weighted edit
graph will be bigger; therefore the total HMM distance
or the shortest path is greater than the two words
having a smaller number of states, This leads to an
incorrect confusion matrix, In order to solve this
problem, we need to normalize the HMM distance
associated with the number of states of HMMs, Tn our
study, we proposed a simple normalization algorithm
which is done by dividing the summation of weights
of the shortest path by the number of steps or edges
of the shortest path, By doing this, the total distance

will not increase as long as the size of the graph that

Word 1

Word 2

I

Figure. 1. The Cartesian product of two HMMs. The first
HMM has 4 states: the second one has 3 states.
The weight of edges can be computed underlying
the pair of GMMs.

is proportional o the number of states ol HMMs,

Dweights of shortest path
stze of shortest path

(2

D ppematised =

2.3. Confusability of a Word Group
Confusability of a given word group is defined as
a measurement that enables to represent the
complexity of a word group with the poini of
recognition performance, A word group with high
confusability will have low performunce, and low
confusable word groups, similarly, often get high
recognition rates, Consequently, we can considerably
cstimate the model based reliability of a word group
based on its conlusability. 'The question is how to
calculate the confusability of a given word group? Our
idea is using the confusion matrix oblained trom HMM
distance, Let us assume that we have a group of N
words, Each word is modeled by a HMM, 'Then we can
easily compute the N by N confusion matrix for this
group using HMMs divergence, In the contusion
matrix, each element is the distance of two HMMs
which is reverse proportional to the confusability of
those two words, The first task in our method is to
detect confusable candidates of cach word in the
group because the couples having less confusability
are not useful at all in contributing to the
confusability of the group. In our study, we observed
that the elements in the confusion matrix having the
value less than the mean of the confusion matrix are
usually confusable candidales, This means that the
two words associated with the column or row of those
elements could he confusable words, Furthermore, for
each word in a group, the rest of (N~1) words compete
each other to gain the confusable position instead of
cooperation (o lotal confusability of that word, For
example, in a group, word A can be confusable with
two olther words, and word B can bhe confusable with
only one, Then, it is not always true that confusability
of A is greater than B, In fact, it depends on how much
confusability of word A or B has with others, Based
on those properties, the proposed algorithm for

calculating confusability can be described as below,
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® Civen confusion matrix Cwey
® Compute threshold: th = mean(C)
® for each row i of confusion matrix C
o Find elemonts i row i cxcept the diagonal one

that smatler than th

E=ec Cla. 3 Clive) < th, ol — i) {3
o Compute confusability of word I”
(= ¢ e U F )
® Compute confusability of group
C= z (.:‘--’« (5}
N ’

The output value of this algorithm belonging 1o the
range (0, 1) represents the confusability of a group,
FProof !
¥ i je |1, N Ol g) = 0,
then o mean(ClL £)) > 0
there fore )< (= ¢ MmO o
N

Finalty, we have O < (= N <1 =

2.4, Confusability based Audio and Visual
Reliability

1t i clear that word confusability can causc the
decrease of speech recognition performance (sce
Figure 2), Thus confusability can he considered as
contidence of audio and visual maodalities, However,
this conlidence is based on the mxlels rather than the
signals, So we cun compute it offline before the real
online tesling step, In this part, we will discuss our
experiment selt—up and describe how to map
confugability of audio visual models to audio visual
conlidence,

In our study, we set up 100 word groups, 10 words
for each group, We use clean data in order to avoid
the case that a low SNR signal can affect the
performance of recognition, The confusability of both
audio and visual models 1s computed for all word
groups, In order to introduce the relation between
audio visual confusability and audio visual reliabilily,
we use the particle swarm optimization (PSO) method
to estimale the weights of modalities for each group

in the casce of late audio visual integration

P,;l. = r'v}{ 4 {1 o }R {a is weight of audio speech
for a group) that gives the best performance, This
means that each word group has an oplimized weight
of audio modality and weight of visual one,
Physically, the weight of andio speech tends Lo be
larger than the weight of visual speech if the
confusability of audio is smaller than that of visual,
{m the other hand, the contribution of audio o final
integration will increase much if visual confusability
is large and audio confusability is small, This shows
that the audio visual confidence will be proportional
to the ratio of audio and visuad confusahility, In fact,
Figure 3 shows this relation, ‘the vertical axis is the
optimized weights of audio modality, and the
horizontal axis is the ratio of logarithm of andio visual
confusability, The logarithim of confusability can act

as the contribution, The confidence of audio and
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Figure. 2. Distripution of confusability of 100 groups, 10
words for each and associated recognition rate:
a: audio case: b visual case.
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visual modalities for a word group can be estimated
as:

. log(¢y)
' IU?.'(CV)
Yo=1-T, D

Y,— 0.64 (6

where Cy and Cv are confusability of audio and

visual word group, respectively,

I, Audio Visual Signal based
Confidence

In the speech recognition system, the qualily of
signals plays a significant role in the recognition rate,
The audio speech is usually affected by background
noise while the visual speech is affected by
illumination change or contains just a partial lip
region, For the audio visual speech recognition
system, if the signal quality is high, its contribution
to final audio visual integration should be large and
vice versa, In real applications, the audio speech and
the wvisual speech are varied:  therefore the
contribulion of them Lo the combination step should
be adaptive, For example, if the environment is noisy
wilh low SNR, the visual speech should be the main
stream in the inlegralion step, If the lighting
condition is bad, then the audio speech in turn is the
main siream, However, in Lhig study, we assume that

the speaker talks under good lighting conditions:
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Figure. 3. Distribution of audio reliability and ratio of audio
visual logarithm confusability.

there is not much illumination change; and the lip is
available in visual stream, We focus on considering
the case of noisy environments because noise exists
in most of the rcal applications, In this section, we
introduce the algorithm to estimatc the contidence of
audio signal based on acouslic noises,

There arc many research reports showing that the
performance of ASR system is proportional te the SNR
value of audio signals, The reliability of audio signals
can be estimated directly by using the SNR value,
[lowever, in real applications, there are many types
of noiscs, and each noise affects signals diffcrently
because dilferent noises have different spectrums, In
this section, we introduce the mapping functions that
can estimate reliability of audio signals according to
different noise types (Figure 1).

In this section, we describe the procedure of how |
to estimate reliability of audio signals associated with
5 noise types: white, pink, babble, car {volvo), and
factory noise, We use NOISEX-92 [22] database for
our experiments, Noise sarnples are added to clean
speech signals at different SNR levels from —30 dB
to 30 dB to create lesling data, The audio only speech
recogmilion is performed on this data, In order to
observe the exact influence of noigse in speech

recognition, we select the word group having little

Aundio
signal
v v
SNR Noise
estimator clagsifier
SNR Noise type

Reliability
estiator

Signal
reliability

Figure. 4. Diagram of estimalion audio signal
reliabilityalgorithm.
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confusability, Kigure 5a shows the distribution of
recoghition rates assoclated with different noise types
at different SNR levels with the shape of the sigmoid
function, The results show that differont noises
degrade the performance of systen differently, White
noisc intluences most while car noise affects less than
others, Truly, the rccognition rate can tell us how
reliable of audio signals is: this shows the close
relationship of them, The reliability of speech signal
could reach the maximum if the recognition rate is
higher than 85 percentages, Similarly, the roliubility
of speech s getling lower when the recognition rate
degrades, Therefore, sigmoid funciions (Rquation 8)

of reliability which is associated with recognition

837

rate, denoted as ¢, and SNR for the different noise
lype can he approximated readily based on these
experimental obscervations (Figure 5),

(8)

IV. Proposed Integrated AVSR System

In this jotogration scheme, the confusability and
the noise causing the deerease of ithe performance of
ASR systom are used Lo measure the confidences of

audio visual modalities, Figure 6 shows our proposed
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integration scheme for AVSR, In the offline stage, we
culculate the confusability of audio and visual word
group by using trained HMMs (section 2); then the
model bascd reliabilities of audio and visual are
computed, In the online {testing) slale, the short
portion of the beginning of the recorded audio signal,
considered as the noise background, is extracted to
be used 1o estimale the SNR and the noise type: then
the signal based reliabililies are estimated (scction 3),
After that, the final audio and visual reliabiliiies are
estimaled by using two previous reliabilities through
cquation A= 'Y, where A is final reliability; ¢ is
signal based reliability; T is model based reliability;
2 is controlling parameter, The controlling parameter
helps balance the signal based reliability and the
model based rcliability because the influences of
confusability and noise on the performance of ARS ure
not the same, Instead, noise degrades the accuracy
of AVSR system more significantly than confusability,
‘The controlling parameter is varies with the different
noise type, In our study, this parameter is eslimated
using a PSO algorithm, Table 1 shows various

controlling parameters associated with different noise

Audio
: F.
:' """ ¥ Classifiers

Audio T

Audio Signal

Audio Signal-based

Reliability £,

Noise SNR

types. In casc of visual speech, we assume thal there
is not. much illumination change; so visual signal
based reliability 15 1, Thus the [inal visual reliability
equals to visual models based reliability, The weights
of audio and visual modalitics used in late integration
are calculated as Equalions 11 and 12, At the
integration step, the output probabilities of
corresponding audio visual recognizers are normalized
to the range {0 1] respectively. By doing this, we can
avoid the difference of audio and visual probuability
spaces due Lo the difference of HMM structure for
modeling  audio and visual modalities, 'The
normalization works similarly 1o the score—based
reliability, The integration is performed by Equation 13,

* [inal reliabilities ot audio and visual modalities:

VAR )

A=, (10)

Table 1. Controlling parameter beta associated with various
noise types.
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Figure. 6. Proposed audio visual integralion.
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® Weight of audio and visual modalilies:

A,
S W (11)
= vy, (12)

¢ Audio visual inlegration
PL= ok +(1—a)P (13)

V. Experimental Results

5.1. Database Description

In this study, we use Samsung AVSR database for
all experiments, This database is constructed for the
purpose of developing AVSR system in mobile phone
environment, Data contain 11550 video files recorded
from 105 speukers speaking 110 Korean words under
three environments: standard {(clean), indoor and
ouidoor, In addition, NOISEX—-92 is used to train
statistical models for noise classification and add to
standard Samsung AVSR databasc to construct data

in various noise conditions, Noises are added 1o clean

Experimental results with White nowse data
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Figure. 7. Comparable results of different recognition
approaches using White noise at different SNR.
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Figure. 8. Comparable results of different recognition
approaches using Pink noise at different SNR.

data al some specitic SNR levels ranging from —30dB
to J0dB, We organize the speech recognition
vocabulary including 100 groups in which each group
contains 10 different words, For each word among 110
words, data from speaker 1 to 80 is used to train HMM,

and the resl of data is used for testing,

5.2, Performance Evaluation

We demonstrate the performance of proposed
combined audio visual speech  recognition  in
comparison with various conventional approachos
such as visual only ASR (V-ASR). audio only ASR
(A -ASR), confusability bascd integrated audio visual
ASR (C-AV-ASR), noise based integrated visual audio
ASR (N-AV—-ASR), and confusability and noise based
integrated audio visual ASR (CN-AV-ASR). 'lhe
target perlormance is that, of oplimal audio visual ASR
{O-AV—-ASR), The optimal performances are ohiained
experimenially by using a stochastic optimization
technique, PSO, with the variable of audio weighting
value o 4, Figures from 7 to 12 show the comparable
resulls of different recognition methods using various
noise daia al distinet, SNR levels, Tt can be seen from
the experimental results that al low SNR levels,
N--AV ASR mecthod is better than C-AV-ASR, and at
high SNR levels C—AV-ASR is better, At high SNR
levels, the audio signal is nearly clean: the audio
signal based reliability is reaching to 10 thus the
performance of N-AV-AGR is not much enhanced
compared o A—-ASRK, However, C AV-ASR works
better because it takes confusabilily inlo integration,

At low SNR levels, the performance of A—-ASR

Fxpenantaial seanlts o ol Taldbe e <lka ,

Figure. 9. Comparable results of different recognition
approaches using Bahble noise at different SNR.
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decreases rapidly; the influence of neoisc on
recognition accuracy is more than that of
confusability: thus N-AV-ASR works bettor, The
results also demonstrate that the performance of the
proposed CN-AV-ASR is always better than N-AV-ASR
and C—AV-ASR at any SNR levels, especially nearly
reaches the optimal target, O-AV-ASR, Therefore, the
performance of our proposed integration approach
outperforms the conventional speech recognition

methods at any levels of SNR,

VI. Conclusion and Future Direction

6.1. Conclusion

In this study, we have proposed and constructed a
novel scheme for audio visual integration for AVSR,
To enhance the overall performance of ASR, we
introduced a robust audio visual rcliability
measurement thal involves three factors: SNR level,
noise type and conlusabilily, The reliability ol audio
or visual strcam is very imporiant in the late
integration because it is used to control the weight
of each stream or determine how much each stream
contributes Lo a final decision,

The first factor causing the degradation of
recognition is the noise of audic signals or SNR levels,
The SNR level is commonly used to estimale the weight
of audio stream for audio visual integratien, In real
applicalions, there are various noise types such as

car, bus, babble ete,; each noise type affects the audio
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Figure. 10. Comparable results of different recognition
approaches using Car noise at different SNR.

signal differently, For example, the car noise rarely
influences the recogmition performance although the
audio signal has low SNR. Thus, for each type of
noise, we introduce a mapping function from the SNR
level to reliability of audic signals, This signal based
reliability will be one part of audio stream weight for
integration,

Another factor causing the accuracy degradation of
the speech recognition system is the confusability
that defines how similar two words are, ‘'lhe
confusable words are easily misrecognized even
though the signal is clean. When constructing the
vocabulary for isolated speech recognition, we are
able to calculate the confusability of a word group
based on the HMM distances for audio and visual
respectively, called model based reliabilitics, 1f the
audio word group is more confusable than the visual
word group, -lthe audio weight should be less than the
visual, and vice versa, In our study, we introduced
a mapping function of two variables, audio word group
confusability and visual word group confusability; the
output of this function is reliability of audio models
that will he involved in final reliability of audio
stream for integration,

The combination of model based reliability and
signal based reliability creates a robust wcight
measurement for audio visual integration, The model
based reliability is demonstraled Lo be very useful to
enhance the performance of AVSR at high SNR levels,
while the sighal based relighility helps improve the
accuracy of ASR when the SNR level is low, This point
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Figure. 11. Comparable results of different recognition
approaches using Factory noise at different
SNR.
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15 outstanding compared (o conventional audio visual
ASR that uses only the noise level for computing the
weights of audio and visual streams, Pased on this
scheme of reliabilily mcasurement., we constructed
the audio visual integration approach based on late
integration, The performance of our proposed scheme
has been evaluated via speaker independent isolated
word speech recognition, The cxperimental resulls
demonstrate the cffcctiveness and the feasibility of
our proposed approach compared to the conventional
methods,

6.2, Future Direction

In our further study, we will consider the visual
signal hased rcliability [or visual audio integralion,
This should be usctul when the illumination changes
during the speaker's talks, When the lighting
condition is not as good as in testing data, the
performance of visual speech recognition  will
decrease, thus the overall performance of audio visual
ASR also degrades, The reliability of visual signals is
also measured by the exislence of lip in the visual
strcam, This could happen when the application
cannol capture the lip region fully or partially, It is
another faclor causing the bad performance of visual
speech  recognition and combined audio  visual
systems, ‘Therefore the problem of measuring the
confidence of visual signals needs to be addressed so
that a robust audio visual ASR can be realized for real

practical applications,
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