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High Performance Data Cache Memory Architecture
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Abstract
spatial and temporal locality is proposed. The proposed data cache consists of a hardware prefetch unit and two

In this paper, a new high performance data cache scheme that improves exploitation of both the

sub-caches such as a direct-mapped (DM) cache with a large block size and a fully associative buffer with a
smail block size. Spatial locality is exploited by fetching and storing large blocks into a direct mapped cache,
and is enhanced by prefetching a neighboring block when a DM cache hit occurs. Temporal locality is
exploited by storing small blocks from the DM cache in the fully associative buffer according to their activity
in the DM cache when they are replaced. Experimental results on Spec2000 programs show that the proposed
scheme can reduce the average miss ratio by 12.53%~23.62% and the AMAT by 14.67%~18.60% compared to
the previous schemes such as direct mapped cache, 4-way set associative cache and SMI(selective mode
intelligent) cache[8].

Key Words : data cache, temporal locality, spatial locality, and prefetch, AMAT(average memory access time).
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1. Introduction

Cache

performance since they are very effective in reducing the

memories can improve overall system
average memory access time (AMAT) by exploiting two
types of localities - temporal and spatial - inherent in the
reference stream of a typical application program.
Temporal locality is due to the property that recently

referenced data will be referenced again in the near future

with high probability and spatial locality is due to the
tendency that adjacent memory locations are referenced
close together in time. However, many application
programs usually have characteristics that may degrade
the cache performance, such as non-unit stride property
and larger vector length than the cache size [1]. The
non-unit stride property of the access vector is that some
of the vectors accessed by numerical application programs

have a stride unequal to one, so that the spatial locality
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[Fig. 1} Proposed Data Cache Scheme
probability of a repeated reference into the fully

of a cache system cannot be fully exploited. The stride
means the difference in address between two consecutive
accesses made by an instruction. In addition to the
limitation on exploitation of the spatial locality, utilization
of the temporal locality can be degraded when the vector
length is larger than the cache size since such a larger
vector may sweep itself out. In order to address those
problems, many researches have been proposed [2-14].
In this paper, a new data cache structure that improves
exploitation of both the spatial and temporal locality is
proposed. The proposed data cache consists of three parts
- a direct-mapped cache with a large block size, a fully
associative buffer with a small block size, and a hardware
prefetching unit. In order to exploit both the spatial and
the temporal locality, two different block sizes are used,
such as a small block size to exploit temporal locality and
a large block size, which is a multiple of the small block
size, to exploit spatial locality. Spatial locality is exploited
by fetching a large sized data block into the direct
further
hardware-based prefetching mechanism. Temporal locality

mapped cache, and is enhanced with a

is improved by selectively storing data blocks with a high
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associative buffer when the data block is evicted from the
direct mapped cache as a result of replacement. The
proposed scheme shows that the total number of prefetch
operation is reduced by 25.72% on average, compared to
the prefetch scheme in [8]. In addition, experimental
results show that the average miss rate and the average
AMAT of the proposed scheme with 8KB direct mapped
cache and 1KB temporal buffer can be reduced by around
12.53%~23.62% and by 14.67%~18.60%, respectively,
compared to various cache schemes with the similar

hardware area.

2. Proposed Cache Memory Scheme

The proposed cache structure is shown in Fig. 1. The
proposed data caching scheme consists of three parts,
such as a prefetch control unit, a direct mapped cache,
and a fully associative buffer. The direct-mapped cache is
the main cache and its organization is similar to a
traditional but for its

direct-mapped cache, unique
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organization of data entries and additional flag registers
for each data entry. Each data entry of the direct mapped
cache is divided into several banks, each of which is the
size of one block in the fully associative buffer. The
power consumption can be reduced by using the most
significant two bits of the large block offset to activate
just one of the banks in the direct mapped cache. When
the CPU issues a memory reference, the direct-mapped
cache and the fully associative buffer are searched in
parallel. If a reference hits in the direct-mapped cache, but
misses in the fully associative buffer, its corresponding
small block is simply fetched from the direct mapped
cache and the hit bit register for the small block is set.
The prefetch controller generates a prefetch enable signal
when a large block in the direct mapped cache is accessed
with multiple hit bit register set.

The prefetch controller generates a prefetch enable
signal when a large block in the direct mapped cache is
accessed with multiple hit bit register set. If a prefetch
enable signal is issued after i-th large block hits, both the
tags of the direct mapped cache and the tags of the fully
associative buffer are searched to detect whether the
(i+1)-th large block is already present. The address for
(i+1)-th large block is generated by the address generator.
One cycle search overhead occurs, but its overhead is
negligible because prefetching is initiated in response to
only about 2.67%~3.17% of the total number of addresse
references on average, according to the experiments of the
proposed scheme with various setassociative buffer sizes
on SPEC2000 benchmarks. If the (i+1)-th large block
does not exist in either the direct mapped cache nor the
fully associative buffer, then the (i+1)-th large block is
fetched into a prefetch buffer and the P bit in the i-th
large block is set to prevent the prefetch control unit from
generating further prefetches for the i-th large block. The
number of prefetch buffer entries is assumed to be one.
In {8], tags of only the fully associative buffer are
searched when prefetch signal is set, so that the
incoherency copies may occur. Since the proposed scheme
searches both the tags of all the caches blocks, such a
pollution can be prevented. When a miss occurs in both
of the direct-mapped cache and the fully associative
buffer, the cache controller initiates miss handling in
order to fetch the missing large block into the direct

mapped cache and moves small blocks evicted from the

direct mapped cache into the fully associative buffer.
Also, the large block data content in the prefetch buffer
is moved into the direct mapped cache. The time of data
transfer from the prefetch buffer to the cache is hidden
because much more cycles are required for miss handling
than the transfer cycles. In this paper, 19 clock cycles are
assumed for the miss handling overhead. The missed
block, however, may exist in the prefetch buffer.
Therefore, when the block in the prefetch buffer is
transferred into the direct mapped cache, the tag value in
the prefetch buffer is simultaneously compared with the
miss address. If the comparator shows a match, the data
content in the prefetch buffer is delivered not only to the
spatial buffer and to the CPU at the same time. The

ongoing miss handling is canceled by the cache controller.

3. Operational Model

The process for the management of the proposed

caching scheme is described in more detail. For
simplicity, we use as an example an 8KB direct-mapped
cache with a large block size of 32-bytes and a 64 byte
spatial buffer with a small block size of 8-bytes without
loss of generality. The address map for each sub-cache
blocks of the proposed scheme is shown in Fig 2. In
addition, let assume that a 32-bit memory address, such as
FFFFFF00, is generated by the CPU. In case of the
direct-mapped cache, the tag field is 19-bits (A: 7FFFF),
the index field is 8-bits (B:F8), and the offset field is
5-bits. The most significant two bits of the offset field,
the small block offset bits, are used to select one of the
four banks in the direct mapped cache. In this example,
since the value of the small block offset bits is 2-bits (C:
00), the first small block (small block0) is selected. In the
fully associative buffer, the tag field is 29-bits (D:
IFFFFFFO) and the offset field is 3-bits.

When a direct mapped cache hit occurs or the large
block data corresponding the referenced data address
(whose tag value A and index bit value is B) exists in the
direct mapped cache, the small block data whose small
block offset is C (00) are sent to the CPU and the hit bit
for referenced small block (small block0) is set to identify
it as a referenced one. In this case, if P bit for the large

block entry is in the reset state, a prefetch operation is
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[Fig. 2] An Example of address map for two sub-cache memories of the proposed scheme

triggered if more than one hit bits for the corresponding
large block are already set. At the same time, the tags of
both the direct mapped cache and the fully associative
buffer are searched for the prefetch address which is
generated by the address generator in order to check
whether it already exists in the cache memories. The
address generator generates the prefetch address by
incrementing the index field of the referenced address. In
this example, the prefetch address shall be FFFFFF20.
Therefore, the tag value and index value of the prefetch
address for the direct mapped cache search are 7FFFF and
F9, respectively. In addition, the tag address of the
prefetch address for the fully associative buffer is
IFFFFFF4. If the data corresponding to the prefetch
address does not exit in the cache memories, the prefetch
operation is continued and the P bit for the corresponding
large block is set in order to prevent repetition of the
prefetch operation for the referenced large block.
Otherwise, the prefetch operation is cancelled.

If a read access to the fully associative buffer hits, then

948

the requested data block is transferred to the CPU. If a
write access to the fully associative buffer is a hit, then
the write operation is performed and the dirty bit is set.

When a miss occurs in both caches, a large block
including the missed small block is brought into the direct
mapped cache from the next level memory or data
corresponding to the tag value of the large block (A) are
fetched. If the valid bit for the large block is set, the
fetched data will replace the previous data in the
corresponding direct mapped cache entry so that some
small blocks with hit bit register set shall be transferred
into the fully associative buffer in order to exploit the
temporal locality of the small blocks which have been
previously hit. If the hit bit, Hi, of the small block i (0<i
<3) is set, the index bit field (B:F8) and the two bit
small bit offset field (C:i) are attached to the tag value of
the direct mapped cache (A) by the address generator.
The two-bit small block offsets corresponding to the four
small blocks are 00°, ‘01°, °10°, and ‘l1°, separately.
Therefore the tag address of (ABC) is generated for the
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[Table 1] Experimental results on SPEC 2000 benchmark programs for various cache schemes

. Performance

Caches Capacity Acar

(byte) average Miss rate average AMAT (mm32)
32 KB Direct Mapped Cache 32K 9.87853 2.876925 0.494700
64 KB Direct Mapped Cache 64K 8.346137 2.585766 0.970413
16KB 4-Way  Set Associative Cache 16K 8.736124 2.659864 0.349832
16K Victim  Cache with 1KB Buffer 17K 8.320473 2.580890 0.358371
SMI with 8KB DM and 1KB Buffer 9K 6.855545 2.538740 0.362667
SMI with 8KB DM and 2KB Buffer 10K 6.184494 2.461915 0.478407
Proposed with 8KB DM and 64B Buffer 8K 6.354995 2.283201 0.231021
Proposed with 8KB DM and 1KB Buffer 9K 5.409480 2.100770 0.382077

fully associative buffer by the address generator. For
example, if HO has logic value of ‘1°, then the tag address
for corresponding fully associative buffer entry shall be
1FFFFFEO.

Since any modified or referenced small block is
transmitted to the fully associative buffer before its
corresponding large block is replaced, cache write-back
operation does occur only from the fully associative
buffer. In case of the proposed caching scheme, the write
back operation is performed only for the 8-byte small
blocks with hit bit register set so that the write traffic into

memory can be possibly reduced.

4. Experimental Results

In this section, the simulation environment,
performance metrics, and area overhead are explained in
detail. Simple Scalar’fARM processor simulator {15] is
information on SPEC2000

benchmark programs. Only data references are collected

used to collect runtime
and used for the simulation. For the comparisons with
other caches in terms of performance and area overhead,
the direct-mapped cache (DM), the victim cache (VT), the
4-way set associative cache (4W) and a SMI cache are
used.

The performance of the proposed caching scheme
depends on the number of hit bits for prefetching and the
size of the fully associative buffer. The miss rate is
calculated by dividing the number of references that arc
not found in the cache with the number of the total
memory references. Generally, the more meaningful
measure to evaluate the performance of any given

memory-hierarchy is the average memory access time

[18]. So in this paper, miss rate and AMAT are used for
the evaluation of the proposed cache memory.
Table 1

scheme with the other cache memories including the

describes the comparison of the propsed

direct mapped caches, the victim caches, 4-way set
associative cache and SMI cache in terms of hardware
area and cache performance. For the area analysis, the
CACTI-4.2 simulator is used under 0.09 pm technology
and 1.2 V supply voltage. According to the experimental
results, the proposed scheme with 1KB buffer results in
similar size as 8KB SMI cache with 1KB buffer, 16KB
4-way set associative cache, and 16KB victim cache with
1KB buffer, although it shows much higher performance
gains such as smaller miss rate by (12.53~23.62%) and
smaller AMAT by (14.67~18.60%) compared to those
previous caching schemes. In case of the proposed
scheme with 64 byte buffer, the experimental results
shows that the proposed scheme can results in smaller
average miss rate by (12.53~23.62%) and the smaller
average AMAT by (14.67~18.60%) even with much
smaller hardware area compared to all the previous
schemes. Considering the performance improvement and
the area overhead presented in Table 1, the proposed
cache scheme can guarantee a higher performance with
less hardware area compared to the previous cache

systems.

5. Conclusion

A new high performance data cache structure that
improves the utilization of both the spatial and temporal
locality is proposed. Spatial locality is exploited by

fetching and storing large blocks into a direct mapped
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cache, and is further enhanced by prefetching a
neighboring block when a direct mapped cache hit occurs.
Temporal locality is exploited by storing small blocks
from the direct-mapped cache in the fully associative
temporal buffer according to their activity in the direct
mapped cache when they are evicted from the direct
mapped cache as a result of replacement. Experimental
result based on Spec2000 benchmark programs shows that
the proposed scheme can reduce the average miss ratio by
12.53%~23.62% and the average memory access time by
14.67%~18.60% compared to the previous cache schemes

with the similar hardware area.
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