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Abstract. Analysis of measurement systems is important to determine if the
measurement process is adequate to measure the part-to-part variability in the
process. Control chart techniques provide an effective, and easy-to-use method
for performing this analysis. However, application with the real data for the
evaluation procedure for multiple measurement systems have not been
demonstrated. This research will provide a methodology for the evaluation of
part-to-part variation and variation of different measurement systems step by step
followed by number of case studies for each methodologies provided.
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1. INTRODUCTION

1.1 Multivariate Two-Way Fixed-Effects Model with Interaction
The linear model for the general observation is

xl//(:ﬂ+rl+ﬂ}+’7y+gl//( (1.1)
i=12,...a
j=12,....b
k=12,.,n

a b a b
where Zz',- :Zﬁ-f :Z”” :Z"” =0. The vectors are all of order p x 1 and ¢ is
=1 j=1 i=1 j=1
assumed to be an Np(0, £) random vector. Thus the two-way analysis of variance on p
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responses with » independent observation vectors in each combination. The restriction to
have equal, or at least proportional, cell numbers is essential: otherwise, as in the
univariate analysis, the various H and E matrices will not sum to the total sums of squares
and product matrix. The hypotheses tests will be developed in analogy with the univariate
two-way balanced layout. The null hypotheses of equal 4 and B effects are

™ Tal

Hy,:| M|=K=| M 1.2)
-z';p Tﬂp
[ B Bu

Hy | M=K =| M (1.3)
_ﬂlp ﬂbp

The ranks of the respective hypotheses matrices are a-1 and b-1. The observation vectors
X can be decomposed as

Xy =X H(X, =X+ (X; —X)+(X; =X, — X, +X)+ (X —X; (1.4)

where X is the overall average of the observation vectors, X, is the average of the

observation vectors at the i level of factor 4, X ; is the average of the observation vectors

at the j* level of factor B, and x;-1s the average of the observation vectors at the " level

of factor A4 and the /™ level of factor B.

Generalizations of the univariate case give the breakups of the sum of squares and
cross-products and degrees of freedom:

a b n a b
Z Z Z (X~ Dxe - F)'= an(fi, — ) - z)'+zan(z S -DE T
i=l =l k=) =t =l
a b
I G R T AES ) AR R I}
i=1 j=l

a b
+Zzz(xe}fk ‘X&)(xijk "ng)' (1.5)

=1 j=1 k=1
abn-1=(a-1)+(b-1)+(a-1)(b-1)+ab(n-1) (1.6)
The hypotheses of interaction between the 4 and B treatments can be written as

Hog, : C(01-12)70
C(Ma1-1.)=0 (1.7)
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where C is the (c-1) x ¢ matrix. The pattern of the matrix

T N Ty
7= M O M|i=l..a (1.8)
it N Higp

contains the interaction parameters for the ™ row of the layout. For Hy,, to be true the
interaction parameters for each response must satisfy (a-1)(h-1) homogeneous linear
equations, so that the rank of the interaction hypothesis matrix is (a-1)(b-1). For the row
(A factor) and column (B factor) hypotheses to be testable it is necessary that the
interaction null hypothesis be true. For that reason the test for interaction is carried out
before the tests for main factor effects. If interaction effects exists, the factor effects do
not have a clear interpretation. The matrices of error and hypotheses sums of squares and
products are computed in Table 1.1.

Table 1.1. MANOVA Table for Comparing Factors and Their Interaction

Source of variation  [Matrix of sum squares and cross-products Degrees of freedom
a
Factora H, SSPac a :an(f,. —x)x.; - x) a-1
i=1
b
Factora Hj, SSPpac b = Zan(ff.j —x)(x; —x) b-1
J
a b
Interaction Hy, SSPot a6 ZZZ"(;” — X =X X)Xy XX+ x) (a-1)(b-1)

i=l j=I

a b n
Error E SSP, = Z Z Z(Xijk -X Nxjp =X ) ab(n-1)

i=1 j=1 k=1

a b n
Total T SSPotat = ZZZ(X"M =X Y —x ) abn-1

i=1 j=1 k=1

To tests the three hypothesis, it is first necessary to invert E and then to form the
products; H,E”, HLE", and H,,E"' . From these, the greatest characteristic roots C,,, Gy,
C.v, are extracted. Their statistics Ci, /1+C;, are referred to as Heck charts or Pillai tables.
The parameters of the relevant greatest-characteristic-root distributions are summarized as
follows, Table 1.2:
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Table 1.2. Greatest-Root Distribution Parameters

Parameter

Source Statistic s m n

¢ -1=pi~1 1)~ p—

Rows(a) % min(a-1,p) ja Al ab(n~1)-p-1
1+C,. 2 2

¢ b—1-pl-1 D= p—

Column(b) — min(b-1,p) fo-1-pl-t ab(n-)-p-1
1+C,, 2 2

C i = - - - - et —_ —_— f—

interaction(ab) lﬂ‘ min{(a-1)(b |(_a__1)(b_1)_pj¢ ab(n-1)-p-1
+Capg 1).p] 2 2

2. CASE STUDY (MULTIVARIATE TWO-WAY MODEL)

By constructing a two-way MANOVA, the comparability of measurement systems
and part-to-part variation will be analyzed. In this case, the first way of classification
consisted of a=3 measurement systems (factor 4) and the second involved 5=8 (factor B)
parts. The responses p=4 (master control points) was checked n=5 times. The matrices of
the appropriate sum of squares and cross-products were calculated, leading to the

MANOVA Table 2.1.

The inverse of the error matrix is

0.031882
. _|-0.00838
0.001332
0.007165

—-0.00838
0.023159
0.007337
0.001928

0.001332
0.007337
0.020938
-0.00422

0.007165
0.001928
—-0.00422
0.018779

Table 2.1. The Hypothesis Matrices for the Measurement Devices, Parts, and Interaction Effects:

Source of variation SSP d.f.
Factor A: [ 1.338  —-0.6040 -2.046 0.1990]
Measurement Systems b | 70604 55745 6223 68175 ,
(CF, CMM & OCMM) 712046 62229 8424 6.6002
L 0.199 68175  6.600 9.0285]
Factor B: [ 1881 1335 -1927 -22.07]
Part to Part .| 1335 1470 1689 -2146 ;
b7 1927 1689 4450 4631
|-2207 -2146 4631 5819 |
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2]

Interaction 8.451 416 -5.46 -8.203
4165 2510 -13.58 —7.405

@ | _s461 -13.58 2423 14.979 14
~8203 -7.40 1498 23.646
Error i 4266 2194 -1480 -21.85
2194 6143 -27.10 -20.76

Tlo1480 -27.10 6273 2251 96
~21.85 -20.76 2251  68.77

Note: CF: Checking Fixture, CMM: Coordinate Measurement Machine, OCMM: Optical Coordinate

Measurement Machine

The matrix product needed for the interaction test is

0.168537
~-0.14864
0.079249
-0.01017

H,E™ =

-0.03033
0.432489
-0.06211
0.052834

~(.22659
~0.2337
0.681716
0.692492

~0.06246
-0.00359
0.113847
0.307871

The greatest root is Cy, = 0.47044 (Table 2.2) and the test statistic in the form
required by the percentage - point chart is 8,,= .319. The distribution parameters are s=4
m=4.5 n=45.5, and if test at the 0.01 level is chosen, the critical value for 4,, can be found
from the first chart to be xp0, = .350. Since the observed statistic does not exceed that
number, the hypothesis H, : 1; = 0 is not rejected. This means that there is no interaction
between measurement systems and part-to-part variation. The additive model for
measurement system and part effects can be assumed to hold for all combinations of
treatments. Since there is no interaction, the main effects from factor 4 and B can be tested.

First, consider the hypotheses for the piece-to-piece part variations (factor B): H, -
B,=B,=...=B,=0 and H,: at least one 3;7#). The procedure of hypotheses test for the piece-
to-piece variations will be the same as interaction variations test:

0.304064 ~0.03234 -~0.69494 ~0.17272
HbE"‘ _ 0.12622  0.063305 -0.63102 -0.20782
-0.08181 0.186041 1.65183 0.511457
-0.047526 0.139844 1.875571 0.698036

where greatest characteristic root C, = 1.13520 (Table 2.3) and 6, = 0.53166. For
parameters s=4, m=1.0, n=45.5, the o=0.0] critical value is x.0;= .2625. Since
Xo.01= .2625<8,= 53166, the hypothesis §;=0 1s rejected. It can be concluded that there is
a major unit-to-unit variation.
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Table 2.2. MANOVA for Measurement Systems and Parts

CRITERION |TEST STATISTIC
Roy's 0.47044

s=4 m=4.5 n=455

EIGEN Analysis for Measurement Systems*Parts

Eigenvalue 0.4704 0.4353 0.1914 0.1491
Proportion 0.3775 0.3493 0.1536 0.1196
Cumulative 0.3775 0.7268 0.8804 1.0000
Eigenvector 1 2 3 4
FRH -0.06799 -0.02724 0.06867 0.14764
MRH 0.11560 0.08495 0.04959 -0.01091
MLS -0.04302 0.07795 0.10475 -0.04514
RLH -0.00658 0.08062 -0.06407 0.09017
Table 2.3. MANOVA for Part-to-Part
CRITERION (TEST STATISTIC
Roy's 1.13520

s=4 m=1.0 n=455

EIGEN Analysis for Parts

Figenvalue 1.1352 0.2988 0.16009 0.05852
Proportion 0.6869 0.1808 0.09687 0.03541
Cumulative 0.6869 0.8677 0.96459 1.00000
Eigenvector 1 2 3 4
FRH 0.00830 -0.1566 -0.0606 0.0601
MRH -0.02415 -0.0281 0.1087 -0.0998
MLS -0.07656 -0.0275 0.1015 0.0633
RLH -0.08138 -0.0471 -0.0739 -0.0669

Note: FRH: Front Right side Hole, MRH: Middle Right side Hole, MLS: Middle Left side Slot,
RLH: Rear Left side Hole.
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In a similar manner, factor 4 effects (compatibility of measurement systems) are
tested by considering Hy : 7,=7,=...=7,=0 and H,: at least one 7;#). The matrix product
will be needed as follows:

0.046419 -0.03982 --0.04175 0.020784
—-0.00883 0.192957 0.298417 0.108214
—0.05886 0.235783 0.343257 0.085773
0.022701 0.222045 0.35802 0.156295

H,E™ =

and extract its greatest characteristic root C,=0.48832 (Table 2.4). The associated test
statistic is 0, = .328. For parameters s=2, m=0.5, n=45.5, the a=0.01 critical value is Xy,
= .175. Since Xpo; = .175<0,= .328, the compatibility of the three measurement systems
are rejected. It is reasonable to conclude that both the part-to-part variation and the
measurement systems affect the responses. The multiple-comparisons problem of
determining which measurement systems are different will be determined by the next
section.

Table 2.4. MANOVA for Measurement Systems

CRITERION |TEST STATISTIC
Roy's 0.48832

s=2 m=05 n=45.5

EIGEN Analysis for Measurement Systems

Eigenvalue 0.4883 0.09883 0.00000 0.00000
Proportion 0.8317 0.16832 0.00000 0.00000
Cumulative 0.8317 1.00000 1.00000 1.00000
Eigenvector 1 2 3 4

FRH 0.0111 -0.1263 0.0590 -0.1109
MRH -0.1188 0.0269 -0.0900 -0.0149
MLS -0.0894 0.0676 0.0669 -0.0624
RLH -0.0611 -0.1059 0.0178 0.0593

3. COMPARISON BETWEEN TWO MEASURING INSTRUMENTS

Multivariate paired comparison concepts will be used to find which measurement
systems are different. In our situation, two treatments will be administered to the same
units and responses will be compared to assess the effects of the treatments. The paired
responses will then be analyzed by computing their differences, thereby eliminating much
of the influence of extraneous unit-to-unit variation.
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3.1 Paired Comparison for Univariate Case

In the univariate case, let y;; denote the response treatment 1 and let y,; denote the
response to treatment 2 for the /" unit trial. That is, (y1j> ¥2j) are measurements recorded on
the 7 unit or /" pair of like units. The differences between each pair of observations are

defined as d=y,;-y,;, j=1,2, ..., n. Therefore,
ta = E(yi-y2) = E(yi)-E(yzy) = -ty 3.1

The mean and standard deviation of these differences are denoted as d and Sq. The test
statistic for the hypothesis is

d-68
= 3.2
t e (3.2)
where
24
d== (3.3)
n
and

> @;-ay

P R =L — (3.4

n-1
has a t-distribution with n-1 d.f. Consequently, an o-level test of

Ho:pta=0 (3.5)
VEersus :
Hy:pg #0 (3.6)

may be conducted by comparing M with t,.; (c/2)- the upper 100(c/2)™ percentile of a ¢
distribution with n-1 d.f.

3.2 Paired Comparison for Multivariate Case

In the case of p-variate observations from two multivariate populations, the data can
be arranged as in Table 3.1. Where the first subscript indicates the treatment, the second
subscript indicates the measured characteristic (responses), and the third subscript
indicates the experimental element that has been measured. These may also be arranged as
the p-dimensional vectors;

Yits Yizs -5 Yijo oo 5 Yim
¥Ya1s Y22, o5 Y255 o0 5 Youi

where y=(y111 Y121 -.- Yip1) and it is assumed that y; ~ N, (1, £) and yz ~ N, (42, ) with
equal covariance matrices.
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Table 3.1. Layout of Data for Multivariate Analysis
Treatment
1 2
Sample No Characteristic Sample No. Characteristic
1 Y | Yz Yk Yip1 1 Yaur | Y Yaxt Yopi
2 Yz | Yin Yie Yip2 2 Y212 | Yo Yo Yap2
] Yig | Yo Yy Yipj j Yoy | Y2y Yaig Y2pj
n Yitn | Yi2n Yikn Yipn n; Y2in | Yon Yokn Y2pn
The p paired difference random variables become
du = X115 - X215
d2j = Xq2j - X225
doj = Xipj - Xapj (-7
Let d'=[d;, dyj, ..., dy] and assume, forj = 1, 2, ..., n, that
8
E(d;)=0(u;~ ;)= If/l (3.8)
Sp
and
Cov(dy)) = L4 3.9

If, in addition, d,, d,, ..., d, are independent N,(8, £4) random vectors, inferences about the

vector of mean difference & can be based upon a 7° statistic. Specifically,

T? = n(d -6YS;(d - 6)
where

and

] n - -—‘
Sq=— Zl(d,. —dyd;-d)
=

(3.10)

(3.11)

(3.12)
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Given the observed differences 4, = [dl 5 day, K, d pi]and let 6=(pi;i-piz;), an orlevel
test of H, . 6 = 0 vs. H, : 6 #0 for an N,(6, X,) population rejects Hy if the observed

T2 =nd'S;'d > (:__I‘{)}p FypayWhere F,,_ . is the upper (100c)" percentile of an F-

distribution with p and n-p degree of freedom.

3.2.1 Case Study 1: Comparison between CF and OCMM

Data was collected by taking N;=30 measurements from each measurement system
on the same part for the p=4 master control locating points. The covariance matrix and its
inverse matrix for CF and OCMM are as follows:

0.19 1.84202 104621 -0.60821 -0.79913 0.80551 045806 -0.06952 0.05858
i 0.45 §= 1.4621 1.85983 -—1.18121 -1.24433 gl -0.45806 1.22468 0.50025 0.16675
“lo21 T1-060821 ~1.18121 188162 135972 T1-0.06952 0.50025 1.03453 -0.29269
0.73 ~0.79913 ~1.24483 135972 2.86823 0.05858 0.16675 ~0.29269 0.57609

72 =n(d -6)S;'(d - 6) (3.13)

0.80551 -0.45806 -0.06952 0.05858 }0.19
—-0.45806 1.22468 0.50025 0.16675 | 0.45
-0.06952 050025 1.03453 -0.29269 0.21

0.05858 0.16675 -0.29269 0.57609 | 0.73

=20.29305

=30[0.19 045 021 0.73

Upon comparing 7° value with the critical value 18.47, the hypothesis will be
rejected Hy © iy = pp and concluded that g, #py; or 2 # o2 OF fyy #fhos OF iy #plag, OF
any one or more (or possible all) of the means are not equal to the values specified.
Apparently, the measurement instruments (CF and OCMM) affects the characteristics
which are master locating points.

It would not be proper to test the four individual mean differences by univariate ¢
statistics, for it must be protected against the effects of positive correlations among the
subsets as well as the tendency for individual differences to be significant merely by
chance as more responses are included in the variate vectors.

The conclusions which would have incorrectly assumed independence of the

characteristics should be examined. From the value d in the formula and the computations
already completed for testing

Hop o =1 5

d 0.19
foy = = =0.56 3.14)
O s 1842021430 (

and, to test Hy, © ft;> = Wz, as same procedure, we have fp; = 1.33, and 1p; = 0.61, tp, = 1.39.
Upon comparing the calculated ¢ with #y520 = 1.699 at the level a = 0.05, There is no
evidence to reject any hypothesis. Because the value of #y, through fy, is less than the
critical value 1.699. Clearly this numerical example serves to illustrate the need for
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multivariate procedures where they are applicable. Univariate procedures incorrectly
applied may lead to completely erroneous conclusions.

3.2.3 Case Study 2: Comparison between CF and CMM

Again, data was collected by taking N;=30 measurements from each measurement
systems on the same part for the p=4 master control locating points. The covariance
matrix and its inverse matrix for CF and CMM are as follows:

026 151628  0.59731 -0.14710 -0.58400 0.94028 -031009 —0.01231 041493

G.[064] (| 059731 131495 -047728 ~038503 _, |-031009 103653 020924 020235

Tl047] T |-014710 — 047728 2.10838 0.03924 T1-001231 020924 051985 00510

092 ~058400 — 038503 0.03924 1.03683 041493 020235 005109 127140
T2 =n(d -8)S;'(d -6) (3.15)

0.94028 031009 -0.01231 0.4149310.26
-0.31009 1.03653 0.20924 0.20235} 0.64
~0.01231  0.20924 0.51985 0.05109} 0.47

0.41493  0.20235 0.05109 1.27140}0.92

=65.93155

=30 [0.26 0.64 047 092]

The two-sample T° statistics had the value 65.39; the associate F 1s 4.14, at o=0.01,
with degrees of freedom 4 and 26 and the critical value is 18.47. Hy is rejected and
concluded there is a nonzero mean difference between the measurements of the two
measuring systems.

Although the null hypothesis has been rejected, it is still not known which of the four
mean differences may have contributed to the significant T° or for which it might be
reasonable to conclude that their population means are equal. The simultaneous
confidence intervals will be used to test the individual differences.

In order to determine which of the measurements may be contributing to the rejection
of Hy, the simultaneous confidence intervals will be used to test the individual differences.
A 100 (1-09% simultaneous confidence intervais for the individual mean differences §; are

given by
- (n-Np Sj, 316
G =d; t me,rr-p(a) o (3.16)

026+ T84T g_mf s1628
=0.26+097

and the confidence interval for the mean FRH becomes -0.26+0.97. Observing that the
hypothetical value 6=0 is included with this confidence interval, i.e. -0.71 6 .23, it is
reasonable to conclude that the FRH measurement did not contribute to the rejection of H,.
For the MRH and MLS measurement it is given that 8, = 0.64+0.90 and 6, = 0.47+1.14.
As the confidence interval does contain the hypothetical value 0, it is also reasonable to
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conclude that the observed mean MRH and MLS did not differ from its hypothetical value
sufficiently to have caused the original hypothesis to be rejected.
Finally, for RLH measurement we obtain

84 =0.92++/18.4741.03683/30

=0.92+0.80
=0.12 Sﬂx4-ﬂ24 <1.72

Since zero is not included in the interval, it will be concluded at the one percent joint
significance level that the means for the RLH measuring point subtest differ between the
measuring devices. When the underbody assembly is located and secured in the checking
fixture, clamping unit (heavy spring loaded hand clamp) apply too much force on the RLH
control point. This causes deformation of sheet metal parts.

From these results, the confidence interval of the FRH, MRH, and MLS subtest mean
difference. Thus, it concludes that the two measurement systems (CF and CMM) differ
with respect to the mean subtest scores on RLH measurements, but not with respect to the
three other measuring points.

3.2.4 Case Study 3: Comparison between OCMM and CMM

By taking the same steps, data was collected by taking N;=30 measurements from
each measurement systems on the same part for the p=4 master control locating points.
The covariance matrix and its inverse matrix for OCMM and CMM are as follows:

0.07 0.73609 -0.06092 -0.01655 0.08632 1.37994 0.13507 0.03297 -0.08098
d= 0.19 s=|" 0.06092 0.59651 —-0.17269 -0.11349 6= 0.13507 1.77329 0.19662  0.13739
0.26 -0.01655 -0.17269 153145  0.05352 0.03297 0.19662 0.67595 -0.01292
0.19 0.08632 -0.11349 0.05352  1.30340 —0.08098 0.13739 -0.01282 0.78508

T? =n(d -6)S;'(d -6)

1.37994 0.13507 0.03297 -0.08098 || 0.07

0.13507 1.77329 0.19662  0.13739 | 0.19

0.06297 0.19662 0.67595 —0.01292|0.26

~0.08098 0.13739 -0.01282 0.78508 || 0.19
=5.265929

=30[0.09 0.19 026 0.19]

Taking 0=0.01, it is found that [p(n-1)/(n-p)}F,,(.01)=18.47. Since T°=5.27<18.47,
H, is accepted and concluded that there is no mean difference between the measurements
of the two measuring devices (OCMM and CMM). This means that the two measurement
systems, OCMM and CMM, are very comparable to each other.

4. SUMMARY

By applying two-way multivariate analysis, the compatibility of three (CF, OCMM
and CMM) measurement systems and also part-to-part variation has been analyzed. In our
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case study, it has been found that there is no interaction between measurement systems
and part-to-part variation. However, there is a major unit-to-unit variation. This variation
may come from assembly process or incoming parts. It needs further investigation.
Analysis has also found that measurement systems are not comparable with each other. By
decomposing the analysis further with paired comparison analysis, it is found that OCMM
and CMM are comparable to each other and CF is not comparable to either OCMM or
CMM. This suggests that CF needs recalibration to improve accuracy and repeatability.
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