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Abstract

Wireless Sensor Network(WSNs) consists of small sensor nodes with sensing, computation, and wireless communication capabilities. It has
new information collection scheme and monitoring solution for a variety of applications. Faults occurring to sensor nodes are common
due to the limited resources and the harsh environment where the sensor nodes are deployed. In order to ensure the network quality of
service it 1s necessary for the WSN to be able to detect the faulty sensors and take necessary actions for the reconstruction of the lost
sensor data caused by fault as earlier as possible. In this paper, we propose an recursive PCA-based fault detection and lost data
reconstruction algorithm for sensor networks. Also, the performance of proposed scheme was verified with simulation studies.
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1. Introduction

The dramatic advances in wireless communication and
electronics have enabled the development of low cost, low
power and multifunctional wireless sensor nodes which are
equipped with sensor, data processing and communication
components. These tiny sensor nodes can be easily de-
ployed into a designated area to form a wireless network
and perform specific functions. Wireless sensor network has
become a new information collection and monitoring sol-
ution for a variety of applications, such as environment and
habitat monitoring, disaster management and emergency re-
sponse| 1-4].

Due to the low cost and the deployment of a large num-
ber of sensor nodes in a harsh or hostile environment, it is
common for the sensor nodes to become faulty. The net-
works must detect the occurrence of faulty sensors and take
any actions for the reconstruction of the lost sensor data
caused by the fault as earlier as possible to ensure the net-
work quality of service[5].

Principle component analysis(PCA) is a well-known stat-
istical technique that has been widely applied to solve im-
portant signal processing problems like feature extraction,
signal estimation and detection[{6-10]. Many analytical tech-
niques exit, which can solve PCA once the entire input da-
ta 15 known. However, most of the analytical methods re-
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quire extensive matrix operations and hence they are not
suited for real-time applications.

In this paper, we propose a PCA-based fault detection
and lost data reconstruction algorithm for a sensor network
that may include frequent occurrence of faulty sensor
nodes. For its better performance, we utilize the re-
cursive-PCA algorithm for the automatic adaptation of con-
stantly changing measurement environment.

The paper is organized as follows. We first review the
sensor network architecture in section 2. Then, we explain
the basic concept of the proposed scheme in section 3. The
proposed fault detection and reconstruction algorithm based
on recursive PCA is illustrated in section 4. A simulation
study and performance analysis of the proposed scheme is
reported in section 5. Finally, we conclude the paper.

2. Routing Protocols of Wireless Sensor
Network

In general, routing in WSNs can be divided into
flat-based routing, hierarchical-based routing, and loca-
tion-based routing depending on the network structure. In
flat-based routing, all nodes are typically assigned equal
roles or functionality. In hierarchical-based routing, nodes
will play different roles in the network. In location-based
routing, sensor nodes' positions are exploited to route data
in the network.

Hierarchical or cluster-based routing are well-known
techniques with special advantages related to scalability and
efficient communication. In a hierarchical architecture, high-
er energy nodes can be used to perform the sensing in the
proximity of the target. Hierarchical routing is an efficient
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way to lower energy consumption within a cluster and by
performing data aggregation and fusion in order to decrease
the number of transmitted messages to the BaseStation(BS).

Heinzelman, et. al. introduced a hierarchical clustering
algorithm for sensor network called Low Adaptive
Clustering Hierarchy(LEACH){9]. LEACH is a cluster-based
protocol, which includes distributed cluster formation.
LEACH randomly selects a few sensor nodes as cluster-
heads(CHs) and rotate this role to evenly distribute the en-
ergy load among the sensors in the network. In LEACH,
the clusterhead nodes compress data arriving from nodes
that belong to the respective cluster, and send an ag-
gregated packet to the base station in order to reduce the
amount of information that must be transmitted to the base
station. LEACH uses a TDMA/CDMA MAC to reduce in-
ter-cluster and intra-cluster collisions. However, data collec-
tion 1s centralized and is performed periodically.
Therefore, it is most appropriate when there is a need for
constant monitoring by the sensor network. A user may not
need all the data immediately. Hence, periodic data trans-
missions are unnecessary which may drain the limited en-
ergy of the sensor nodes. After a given interval of time, a
randomized rotation of the role of clusterhead is conducted
so that uniform energy dissipation in the sensor network is
obtained.

The operation of LEACH is separated into two phases,
the setup phase and the steady state phase. In the setup
phase, the clusters are organized and CHs are selected. In
the steady state phase, the actual data transfer to the base
station takes place. During the steady state phase, the sen-
sor nodes can begin sensing and transmitting data to the
cluster-heads. The cluster-head node, after receiving all the
data, aggregates it before sending i1t to the base-station.
After a certain time, which i1s determined a priori, the net-
work goes back to the setup phase again and enters another
round of selecting new CH.

BS: Base Station
CH: Cluster Head

Fig. 1. Operation of LEACH Algorithm

Generally, sensor nodes deployed in the wide area are
likely to be faulty. Therefore, the congregated data in BS
are not complete owing to the faulty sensor node which
can not transmit the sensed data to BS. It may deteriorate
the performance of monitoring system wusing WSN.
Therefore, some kind of scheme should be developed to
overcome these problems.

3. PCA

The PCA has been widely used in statistical data analy-
sis and pattern recognition[10]. The basic idea of PCA 1s
to derive new variables (principle components arranged in
descending order of importance) that are linear combina-
tions of the original variables and are uncorrelated to each
other. Principle components are obtained by projecting the
multivariate data vectors on the space spanned by the ei-
genvectors of the covariance matrix of the original data set.
One of the advantages of PCA is its ability to describe the
data using a small group of underlying variables while pre-
serving as much of the relevant information as possible in
the dimensionality reduction process.

3.1 PCA for Data Reconstruction

In PCA we are concerned with finding the latent vector
space that explains the greatest amount of variability in a
single matrix of data. Let us consider, x(k), a set of m
varlable.

(k) =[xz, (k) 2,(k) ... z,(k)] (1)

Assume that the measurement data are given in a matrix
X (n x m) where n represents the number of samples. X is
approximated as

k
X=X=)1t «p/ @)

i=1
where p, is the first k largest eigenvectors (p,..p,) of the
covariance matrix of X and the scores t; are linear combi-

nations of the measurement data and are defined by
t=X-p, 3)

By applying PCA on matrix X, the information con-
tained in X can be summarized by a lower dimensional
score space defined by the principal components and reduce
the dimension of the analysis space. Then, identification of
the process model by PCA consists in determining ei-

genvalues and eigenvectors of matrix X T X z(k)ER™
is decomposed into |

z(k)=z(k)P- PT+z(k)P- PT (4)

where P= R™X are eigenvectors corresponding to the prin-
cipal eigenvalues \; =, --,= A, of the correlation matrix of

z(k) and P are eigenvectors corresponding to the remain-
ing eigenvalues A, =,--,= A_. Then, the reconstructed

part of z(k) is given by the following expression
z(k)=z(k)P- PT=C- z(k) (5)

And the residual part of z (k) is given by
(k) =x(k)P- PT=(—C)z(k)=C- z(k) (6)

consider a set of data in which variable z, is supposed to

be faulty. z;(k) is arbitrarily set to zero.
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2, (k) =lo, (k) 2,(k) o 2. (k) 0z, (k) . = (k)] (D)

Let e(k) be the reconstruction error defined as

~

e(k) =2 (k) — (k) - ®

which gives

—

e(k)=z_.Ctaz,(k)C 9)

Then the faulty value can be reconstructed as follows

oy Ens®) < 007+ )
L - N 4 ('”’T)T (10)
Dby ¢ \DP; *

The detection index is the Squared Prediction Error(SPE)
defined by ‘

dlk) =e(k)? - e(k) (11)

As you can see eq.(11), it is possible to detect the oc-
currence of sensor fault in the sensor nodes. Furthermore, it
is possible to reconstruct the missing data caused by the
faulty sensors by using eq.(10). However, it is required to
know the eigenvectors of the measurement data X as pre-
cisely as possible for the efficient missing data
reconstruction.

3.2 Recursive PCA

PCA assumes that data are stationary, which means that
there's no change in mean value and covariance. However,
this is not the case in general.

Generally, the change in the eigenvalues represents the
change in the operational status of the stochastic system. If
the stochastic system is assumed to be stationary with zero
mean, covariance matrix 1s constant. Therefore, the changes
in the original stochastic system can be easily detected just
by monitoring the eigenvalues of the covariance matrix.

Observation of a significant change in the eigenvalues
could indicate changes in the following quantities: input ex-
citation, system properties, or noise level, which might be
of interest.

Generally, in case of sensor network environment the
input measurement data are acquired one at a time, which
necessitates sample-by-sample update of the covariance and
its eigenvectors which can be required to reconstruct the
missing measurement data.

An advanced technique for estimating missing data by
using PCA should be developed in the case of non-sta-
tionary cases. This problem can be overcome by use of an
recursive PCA. The PCA model is continuously updated
using an exponential memory. Then, the model has to
adapt to slow modification of the process operating
condition. At each iteration the covariance matrix is up-
dated recursively as follows (Dayal and MacGregor 1997)

X' X=aX" X(k—1)+(a—1)zT(k) - z(k) (12)

Where a is a forgetting factor. The value of a is ad-
justed according to the dynamics of the system.
We can get the recursive formula which can be applied
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to estimating missing data by using eigenvectors.
Eigenvectors are obtained by covariance matrix expressed
in eq.(12). So we can always estimate the missing data
which undergoes change in system statistics.

4. Fault Detection and Data Reconstruction
Algorithm Based on RPCA

There are plenty of potential applications for intelligent
sensor networks: distributed information gathering and proc-
essing, monitoring, supervision of hazardous environments,
cooperative sensing. The ever-increasing use of sensing
units asks for the development of specific data mining
architectures. What is expected from these architecture is
not only accurate modelling of high dimensional streams of
data but also a minimization of the communication and
computational effort demanded to each single sensor unit.

The general approach to the analysis of sensor network
makes use of a centralized architecture where sensor read-
ings from all the sensors are gathered at Base Station as in
fig. 1.

Generally, sensor data in the BS are transmitted to re-
mote server computer for further data processing such as
extraction of the higher-level information from the raw da-
ta and detection of faulty sensor nodes. If we assume that
reasonable-size sensor network is made of thousands of no-
des, the limitation of this approach is evident: 1)
Transmitting large-size sensor data to the remote server
computer via an internet puts a high demand on its com-
munication bandwidth, which is especially true for wireless
LAN. 2) Remote data users who log on the server com-
puter might be interested in retrieving sensor data without
loss of generality even though the occurrence of some faul-
ty sensor nodes.

In order to facilitate efficient transmission of data to re-
mote sever and perfect sensor data monitoring in the case
of the faulty sensor nodes, innovative data management
systems are highly desired. For this, in this section, a
RPCA-based data management system which is shown in
fig. 2 is proposed. The detailed explanation is given
briefly.

The BS is equipped with following functions. For the re-
construction of missing data caused by faulty sensors and
efficient data compression for the transmission to remote
server, Recursive PCA algorithm is adopted. At every step,
eigenvalues and eigenvectors for the covariance matrix are
calculated. During this process, if the SPE expressed in
€q.(11) exceeds the predefined value, it automatically de-
tects the missing data caused by the faulty sensor nodes.
And then, the missing data are reconstructed by using
eq.(10). Furthermore, if there is an request from the remote
server to send the stored data to remote server, data com-
pressed by PCA algorithm are transmitted to remote server.
In the remote server computer, the original data can be ef-
fectively reconstructed by using transmitted eigenvectors
and the compressed data.
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Fig. 2. Proposed data management system

5. Simulation Study

In this section, the simulation studies are carried out to
verify the feasibility of the proposed method. The sensor
data used for the simulation are obtained from sixteen sen-
sor nodes which are installed on an inclined plane. Each
sensor nodes are equipped with temperature sensor. A total
of 1,788 sampling points were taken from each sensor
nodes. All changes in the temperature is shown in fig. 3.
The verification of proposed method was performed using
measured sensor data and Matlab program and a discussion
of the result is given in the following subsections.

5.1 Calculation of PC and SPE

As discussed earlier, occurrence of missing data caused
by faulty sensor nodes can be detected through monitoring
SPE calculated by eq.(11). The detected changes in SPE
would decide when the reconstruction of missing data
starts. To verify the feasibility of the detection of missing
data, we assume that fifth sensor node is faulty during the
1,108th and 1,443th step, and eleventh sensor is faulty dur-
ing 1,001th and 1,210th step. Sensor data comprising miss-
ing data is plotted in fig. 4.

Fig. 5 shows missing data in fifth and eleventh sensor
node and 1ts changes in SPE which is calculated by using
principle components obtained from PCA algorithm.

5.2 Reconstruction of Missing Data

The reconstruction of missing data caused by the faulty
sensor noses is conducted after the faulty sensor has been
detected by monitoring SPE. Fig. 6 shows the re-
construction of missing data. The blue line in fig. 6 shows
the original data and the red line is the reconstructed data
by using eq.(10). A we can see in fig. 6, the reconstructed
data follows quite fairly the fault free sensor values.
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Fig. 4. Temperature sensor data comprising missing
data
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5.3 Compression and Decompression of Senor Data

As mentioned in section 4, gathering of sensor data and
reconstruction of missing data are performed in BS.
Futhermore, all the data collected in BS should be trans-
mitted to remote sever computer for better information
distribution. For efficient data transmission, transmitted data
should be compressed by using eigenvectors which are ob-
tained from RPCA algorithm. In this case stuy, we take
five eigenvectors as principle components to compress the
transmitted data. Fig. 7 shows the loading vectors which
should be transmitted to remote server computer along with

its corresponding five eigenvectors.

Decompression process should be taken in the remote
server computer to get the original data from the trans-
mitted loading vectors and the eigenvectors. Fig. 8 shows

the reconstructed data in the remote server computer.

Fig. 9 shows the reconstruction error. As we can see the
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fig. 9, the reconstructed error remains within a reasonable
boundary.

From the results of Fig. 6 and Fig. 9, we could confirm
to reconstruct error of missing data and reconstruct error in
the remote server computer. And we could confirm that the
original data and the reconstruction data is almost similar.

Fig. 10. compares reconstruction error using PCA with
reconstruction error using R-PCA. From the result of Fig.
10, we could confirm the excellent performance of R-PCA.
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6. Conclusions

In this paper, we proposed a recursive PCA- based fault
detection and missing data reconstruction algorithm which
can be applicable to sensor networks that may include fre-
quent occurrence of faulty sensor nodes. The proposed
scheme utilizes SPE obtained from PCA as a detection in-
dex of faulty sensor nodes. Furthermore, missing data are
reconstructed by using Principle Components which are cal-
culated from recursive PCA algorithm. To verify the ap-
plicability of the proposed scheme to sensor network, sev-
eral simulation studies were carried out. With the simu-
lation result, 1t is verified that the proposed scheme can
successfully detect the occurrence of faulty sensor nodes
and reconstruct the missing data caused by that fault.
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