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Face Detection and Recognition for Video Retrieval
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Abstract

We present a novel method for face detection and recognition methods applicable to video retrieval. The
person matching efficiency largely depends on how robustly faces are detected in the video frames. Face regions
are detected in video frames using viola-jones features boosted with the Adaboost algorithm. After face
detection, PCA (Principal Component Analysis) follows illumination compensation to extract features that are
classified by SVM (Support Vector Machine) for person identification. Experimental result shows that the

matching efficiency of the ensembled architecture is quit satisfactory.
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[. Introduction

Multimedia can be considered as a huge gathering of
information like audio, graphics, image, video and
animation. Additionally, there has been a remarkable
increase in the availability of this information through
cable and the Internet and also in every moment a large
amount of information is being added in this cluster. As
information
Video

demand(VOD) systems allow users to select and watch

a result, the amount of multimedia

nowadays is getting enormous size. on

video retrieval, face detection, illumination, face recognition, PCA, SVM.

video and clip contents over a network as part of an
interactive television system. As the volume increases,
the complexity for accessing increases and makes it a
more challenging task.

With efficient indexing, the user can extract relevant
content and navigate effectively in large amounts of
available data. Thus, there are great efforts for
developing automated techniques for indexing and
organizing visual data, and for developing efficient tools
for browsing and retrieving contents of interest. These

techniques must be diffused by the production on
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commercial scale and new techniques must be developed
for an efficient multimedia indexing and retrieval. The
typical research for content-based video indexing
includes face detection, speaker identification and
character recognition.

Humans detection have been proved to be one of the
most challenging tasks because of the wide variability in
the appearance due to environmental condition, clothing,
illumination and view point variant shape characteristics.
So, the detector need to be robust to a large range of
lightening variations, noise and partial occlusion.

State-of-the-art human detection algorithms typically
provide information regarding the location and scale of
the detected person. However these approaches do not
provide any information regarding the shape of the
detected object. In this paper we applied adaboost
algorithm using viola-jones features for the face
detection and support vector machines using eigenfaces

for face matching.

. Related works

While numerous detection methods have been shown
to be effective at detecting people in outdoor scenes
[4,3], a template-based method for pedestrian detection
was proposed in [5] that provided some shape
information by matching the detected object with the
most similar template used during training. The implicit
shape model proposed in [1] addresses the tasks of
detection and segmentation using prototypical image
patches and their spatial distribution around the object
centroid. However, this class of techniques also requires
fully segmented object regions during training. In a
related approach [2], discriminative boundary fragments
were used to learn the object geometry.  Another
approach using object boundaries was proposed in [6].

Among the existing face recognition techniques,
subspace methods are widely used in order to reduce the

high dimensionality of the raw face image [I1].
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Commonly wused subspace methods are Linear
Discriminant Analysis (LDA) or Fisherface [13],
Bayesian algorithm using probabilistic subspace[14], and
Eigenface method [12]. Among the available subspace
learning methods, we use PCA [15] for dimensionality
reduction. After getting the features in the reduced
dimensional subspace we classify them for face
recognition. There are several methods for classifying
the features to find the test face group where it actually
belongs. We apply a most widely used classifier named
Support Vector Machine. It has been recently proposed
by Vapnik and his co-workers [16] as a very effective
method for general purpose pattern recognition.
Intuitively, given a set of points belonging to two
classes, a SVM finds the hyperplane that separates the
largest possible fraction of points of the same class on
the same side, while maximizing the distance from either
class to the hyperplane.

The organization of the remaining paper is as follows.
Section 3 describes the method of face detection.
[llumination compensation, feature extraction from faces
and their classification method are explained in section
4. Experimental results are depicted in section 5. Finally,

section 6 gives the concluding remarks.

II. Face Detection

3—1 Adaboost Algorithm

Adaboost is a boosting algorithm. It is originated
from Probably Approximately Correct (PAC) learning
and one of the most popular and efficient learning
machines based approaches for detecting faces. The
Adaboost algorithm was introduced by Freund and
Schapire [7] which was extended by Viola[8] who
introduced the cascading of weak classifiers. It is used
to solve the following three fundamental problems: (1)
choosing magnificent features from a large feature set;

(2) constructing weak classifiers, each of which is based
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on one of the selected features; and (3) cascading the
weak classifiers to construct a strong classifier. Each
classifier is trained using Haar-like features. Viola and
Jones made effective computation of a large number of
such features. A hit from the first classifier leads to the
evaluation of a second classifier which is used to yield
very high detection rates and so on. A miss at any point
leads to the immediate rejection. The cascaded stages are
constructed by training classifiers and adjusting the
threshold to minimize false positives. The Algorithm can
be described as follows [10]:

Input:

Training data D= (z,,y,),.-.(2,,y,) where
z, = (zp,2},.2)') is a feature  vector,
y,eY=—1,+1 1is a corresponding label (+1
corresponding to face, -1 corresponding to
non-face).

Weak classifiers: h;=X>—-1+1

Output:
The strong classifier H(z)

Algorithm:
Initialize the weight vector

1

wy, = where k<E1,...V

1
N

Building a strong classifier using 7" weak
classifiers:

For t=1,2,..., T do

1. Compute the error €; corresponding to the

weak classifier

Zwkm xk yk‘

2. Find the weak classifier 4, that minimizes the
eITor €
3.If ¢; =6 (an error threshold) then stop

4. Compute the confidence
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5. Update the weights
1

_
wzﬂzwz 2(1—¢")

ifh,(z,) =y,

¢ ifh,(z,) #y,
—€

The final strong classifier is

-l

t=1

3—2 Feature Extraction

Feature extraction is an important step toward object
detection. In previous techniques, the systems measured
nodal points on the face, such as the distance between
the eyes, the shape of the cheekbones and other
distinguishable features. These nodal points are then
compared to the nodal points computed from a database
of pictures in order to find a match. But, these systems
were limited based on the angle of the face captured and
the lighting conditions present. Well recognized
Haar-like feature is described by the shape, coordinate
relative to the search window origin and the scale factor
of the feature. Viola and Jones proposed 4 basic
templates of scalar features for face detection depicted in
Fig. 1.

o o
A=l Id"

Fig. 1. Types of features
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3—3 Training the classifiers

The number of viola-jones features derived from each
prototype is quite large and differs from prototype to
prototype. So the significant features are selected from
the large set of simple features by learning the training
samples. A cascade of classifiers is degenerated decision
tree where at each stage a classifier is trained to detect
almost all objects of interest while rejecting a certain
fraction of the non-object patterns [11].

Figure 2 shows the training images. A cascade of N
classifiers depicted in Figure 3 is trained with the
samples in Figure 2. A set of weak classifiers use one
feature from our feature set in combination with a
simple binary thresholding decision. At each round the
classifier that best classifies the weighted samples is
added. As the number of stages is increased, the number

of weak classifiers is increased.

fEeeEAPREe

(a)
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b)

Fig. 2. Training images. (a) face images and (b)
non-face images.

Toput Image pe -+ Face

Non-face
Fig. 3. Cascade of classifiers with N stages. At
each stage a classifier is trained to achieve a hit (T)
or miss (F).

IV. Face Recognition

4—1 lllumination Compensation

Face images extracted from video sequences suffer
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with illumination variations. Thus, it affects the features
extracted from faces which in result hampers the face
identification performance. So, before extracting features,
we apply illumination compensation.

Here, we at first segment the input face into blocks,
then we determine minimum the luminance value in
each block. These values are then bilinearly interpolated
to construct luminance image. The luminance image is
then subtracted from the original image. After that, we
apply histogram equalization on the residue. Thus we get
illumination compensated image. An example of the
distribution of features after and before the illumination
compensation on face images is illustrated in Fig. 4. In
the figure, the distribution of the features in (b) of each
class are closer than in (a). So, finding the
discriminating boundary is easier in illumination
compensated images than images without illumination
compensation. That means, the features in (b) is more
distinctive than (a) and discrimination boundary in Fig.
4(b) would perform better than in Fig. 4(a).
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Fig. 4. Extracted features of three subjects of movie
frames: (a) before and (b) after illumination
compensation
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4-2 Eigen Face

From the detected faces we extract important features.
Every pixel in a face image has its own feature values.
So, if a face image /(x,y) be a two-dimensional N
by /V array of intensity values, it can be represented by
a row or a column vector of dimension V2. In such
case, an image maps to a point in this huge space where
each dimension represents a feature. But, dealing with a
huge dimensional space is very difficult in respect of
computation. In our method we use Principal Component
Analysis (PCA) also called the Karhunen-Loéve
Transform for achieving low dimensional subspace. PCA
works in the following way in our face space

transformation process:

Step 1. Obtain face images 1, 1, ..., [y,
(training faces) where all images are of
same size.

Step 2. Represent every image /; as a vector
I

3

Step 3. Compute the average face vector ¥

which gives mean image.

1 M
= ﬁgjn

Step 4. Subtract the mean face from original

face

Step 5. Normalize the image difference.

Step 6. Compute the covariance matrix C :

1 ¢ r T
C=7 Y.o,8= 44

n=1

where A = [®,D,...D,,]

Step 7. Find the X best eigenvectors of AA 7
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u;= Awv,. u; is called the eigenface.

Step 8. Normalize u; such that [[u,|l =1

Each face @; in the training set can be reconstructed

as a linear combination of the best A eigenvectors as:
~ [(y

o= zjleuj (where wj:ujT¢) (1)
i=

4-3 Classification

After extracting the features we fed the features to the
classifier Support Vector Machine (SVM) to recognize
the actor. These are a set of related supervised learning
methods used for classification and regression [17].

For binary classification, consider the problem of
separating the set of training vectors belong to two
separate classes,

(xpyy),eo(@py,); wherez, ER™, y,E — 1,41
with a wxz +b =0 . The set of vectors is said to be
optimally separated by the hyperplane if it is separated
without error and the margin is maximal. According to
[17] a canonical hyperplane has the constraint for
parameters w and b as in the following equation.

A separating hyperplane in canonical form must

satisfy the following constraints,
y;(wz, +b) = 1,i=1,...k (2)

Where the vector w defines a direction perpendicular
to the hyperplane and b is the distance of the
hyperplane from the origin.

The distance of a point x from the hyperplane is,

d(w b)) = wrtl 3)

!l

The margin is 2/lwll, according to its definition.
The OSH is given by:
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i=1

Where «; is the Lagrange multiplier.
Thus,

1
b@ = quf'h +‘T502} (5)

svl

Where X, , and X, , are support vectors, satisfying,
Q1> Qg2 > 0’ Ysv1 — 17ys1r2 =1
For a new data point 7, the class of the sample
Uner 18 then found using:
+b) (6)

Ynew = Szgn(w*z,

new

V. Experimental Results

[llumination compensation is performed to reduce the
effect of lighting on the face images. Fig. 6 shows the
recognition performance with respect to the number of
features without illumination compensation. The figure
illustrates that performance varies irregularly with the
number of features. On the contrary, Fig. 7 shows the
recognition performance after applying illumination
compensation in the faces. In Fig. 8, gray level performs
better than RGB.

Performance before applying illumination compensation
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Fig. 6. Number of Features vs. Performance for gray
level and RGB images before applying illumination
compensation.
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Performance after applying illumination compensation
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Fig 7. Number of Features vs. Performance for gray
level and RGB images after applying illumination
compensation.

VI. Conclusions

We propose a person identification method that can
reliably index video sequences based on the actors’
identity. The system is based on face detection and face
recognition scheme which is intended for video retrieval
applications and is able to tell whether or not a specific
person is present in a video sequence. The concept of
illumination compensated face is introduced in order to
realize robust face recognition that is insensitive to
lightening conditions. Research on video retrieval based
on actor-face confronts the full range of challenges
found in general purpose, object class recognition. We
experiment on various numbers of training classes,
features without and with illumination compensation for
gray level and RGB face images. The overall result of

our experiment is quite satisfactory for video indexing.
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