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Abstract

The web has been evolving as an indispensable part of our lives since Bemers Lee introduced the first
web sever and browser in 1990. From the web end user's point of view, the response time is a matter of
concem. Moreover the throughput is an important factor to consider for the system mmanager's point as well
Its not easy to estimate the performance of a web application because it depends on varous elements
conprising the whole operational environment of the Intemet from networking, client and server conputing
powers, DBVIS and OS capabilities, to application itself. This paper suggests a coarse grained simulation
model for web application performance estimation based on the data measured by Buch and Pentkowski [1]
and the analytical model proposed by Gunther [2]. The result of the simulation nmodel almost coincides with
the measured data and estinates the performance of a new environment.
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| . Introduction

The web has been evolving as an indispensable
part of our lives since Bemers Lee introduced the
first web sever and browser in 1990. From the end
user's point of view, the response time is a matter of
important

factor to consider for the system manager's point as

concern. Moreover the throughput is an

well. It's not easy to estimate the performance of a

web  application because it depends on  various
elements comprising the whole operational
environment of the Internet from networking, client

computing powers, DBMS and OS
capabilities, to itself. This  paper
suggests a coarse grained simulation model of web
application  performance  estimation based on the
data measured by Buch and Pentkowski [1] and the
analytical model proposed by Gunther [2]. Buch and
Pentkowski [1] compares the performance of two
distributed technologies used in  typical
e-business middleware named Middleware-I and
Middleware-II.  This paper simulates Middleware-I
about which Gunther [2] presents the analytical
model. Because both middlewares follow the same
3-tier client-server model, the simulation model for
Middleware-I can be applied to Middleware-II
without modification. The response time and the
throughput are focused in the simulation model.

The analytical model of the web performance was
studied thoroughly by Menasce and Almeida [3], and
backed up with queuing theory by Menasce et al. [4].
Ismail [5] showed the analytical queueing network
model can be used to understand the behaviors of
heterogeneous ~ environment  over Lab  experiments.
Though these models suggest the web
performance, they do not reflect diverse and dynamic

and  server

application

object

bases  for

elements in the real world The sinulation gives us a
opportunity to understand the system
dynamic nature of the real world
granular simulation model  looks
sometimes  the fine grained model fails due to

great
incorporating  the
Though the
better,

more

the difficulty of reflecting the complex interrelationship
of the comprising elements. Also obtaining performance
nformation about a design must be fast in order to
meet tight time-to-market constraints [6].

This paper suggests a simple coarse grained
simulation model using ARENA [7] and shows the
model presents the asymptotically same result as

the measured data [1] and the analytically derived
data [2]. ARENA is

tool and someone says it's not apt for simulating

a general purpose simulation

computer systems pointing out that its smallest time
unit is a second However as long as the tool
supports accurate and concrete model, we can make
use of it and adjust the time unit on the final result.
ARENA was successfully used for models dealing
with subsecond time unit [89].

This paper proposes a simple coarse graned  simulation
model for a web application enviromment conprising a web
server, an application server, and a DBVIS server.

The remainder of this paper is organized as
In the next section, the analysis on the
measured  performance data and the theoretical
background of the analytic model is presented. The
simulation model is described

II. Finally the simulation result and the conclusion

follows.

suggested m Section

are presented in Section IV and V respectively.

Il. Analysis on the Measured Data

The web aplication system (WAS) is depicted in Fg 1
ard the gathered performmence data is sunmarized in Table 1.

o)

N clients
Z=0ms

Web Server

Application Server DBMS Server

T2 1. ¢ ofZ2R0IM ALE DR (2]
Fig. 1. Web Application System Model 2]
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The system is comprised of three servers, a web
server, and a DBMS server.
The simulation model is assumed to be closed where

a client seamlessly issues a request as soon as it

an application server,

gets a response with zero think time.

H 1. ARRE J2!0f ChHelf ZHE s HolE 1,2
Table 1. Measured Performance Data for the System of

Fig. 1[12]
N Xwas Rwas Uws Uas Udb
1 24 30 021 008 004
2 48 30 041 013 005
4 85 4 074 020 005
7 100 67 0% 023 0.05
10 N N9 0% 022 006
2 A 210 097 022 0.06

N Number of clients

Xwes @ Throughput of the WAS

Rwas : Response time of the WAS in millisecond
Uws : Utilization of the web server

Uas : Utiization of the application server

Udb : Utilization of the DBMS server

Both Xwas and Rwas are system metrics reported

from the client side and the utilization was

obtained separately from performance monitors on
each of the local servers [12]. Although more
correct  performance  metrics can be  obtained
theoretically, the scheme is a very practical
approach.

To feed the measured data to the model, service
demand metric is needed By applying the

operational analysis, service time is derived from the
utilization and throughput as follows [10]:
The throughput is defined as (1)

where C is the number of completions and T is
the measurement period.

The mean service time is defined as (2)

where B is the total time the system was busy.

For the utilization is defined the ratio of busy
time to the measurement period, the following (3)

and (4) are derived.

U=B/T=(C/T)xB/C) = XS 3

HerlCe, S =U / X eerrene e (4)

The service time is calculated using (4) and the
utilization and throughput given in Table 1. Table 2
shows the driven result. In the
simulation model, the
gotten by multiplying the number of visits to the

coarse grained
service demand, which is
service time, is not distinguished from the service
time. The service time and the service demand will
be used interchangeably in the paper.

The derived values in Buch and Pentkowski [1]

are a little different from the ones in the Table 2
and Gunther [2] looks to have typos.
I 2. AMEl Service Demand (EF2F millisecona)
Table 2. Derived Service Demand
(unit: milisecond)
N Dws Das Ddb
1 88 33 17
2 85 27 1.0
4 87 24 06
7 95 23 05
10 97 22 06
20 103 23 06
Average 93 25 08

Dws : Service demand of the web server
Das : Service demand of the application server
Ddb : Senvice demand of DBMS server

2.1 Gunther's analytical model |
To satisfy his analytical model,

dummy servers, each with a

he assigned 12
of 22
interfere with the
operation of the real servers and should not exceed
bottleneck server. The
analytic model using Perl successfully described the

service demand

ms. The dummy node must not

the service demand of the
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measured data in Fig. 1.

2.2 Gunther’s analytical model I

Gunther tried to fine tune his model by applying
statistical regression method to the web server load.
The service demand is given in Table 2 and by using
statistics tool like EXCEL or SPSS, the service
demand of varied number of clients are estimated.
This analytical model
results.

shows us more fine tuned

lll. Simulation Model

Though ARENA does not show explicitly how to
closed

with a

represent  the simulation model, Wwe can
describe it simple tweak. The
transaction is generated as usual and after finishing
reinserted immediately into the
system to mimic the zero think time.

nput

its mission it is

Three servers, web server, application server, and
DBMS server, are provided in line as in Fig. 2 and
the service demands in Table 2 are applied to the
respective  servers. In the paper the
distribution is used in the servers without loss of
generality. Like in Gunther [2], the dummy server
is assumed. But there is no need to adopt multiple
servers to not make the dummies interfere with the

exponential

main system. The service demand of the dummy is

assumed 262 ms as in Gunther. The three main
servers have always a sequence of “seize”, “delay’,
and “release” processes in them. By having the
dummy do only “delay” process, there needs just one
dummy server and we can also make it not interfere
with the system. Different from Gunther [2] where
used, the
directly derived from the measured data were used

m the simulation to more closely reflect the actual

average service demands Wwere values

system.

Because ARENA does not support
unit, a millisecond is treated as a second and the
effect m the final report. The simulation

sub second

is  offset

was run 6 times with the number of clients of 1, 2,

4, 7, 10, and 20 in accordance with the measured

data. Fach simulation is repeated 5 times with
1,000000 iterations in each repeat to get a
statistically solid result.

Web Aopl. DBVS

Count

—t Sever |H Server | Server _I
Fn?> J |
o e ]
— Response
Server

i Thoughout _I/Pesponseume
End

T8l 2 ARENAE 0|8t AlE2i0|M Clojo{ a3
Fig. 2 Simulation Panel Diagram using ARENA

ARENA simulation model is composed of connected
modules and properties of the major modules for
one client model are as follows:

Type=Constant ,

Entry: Entity Type=client,

Value=1, Entries per Arrival=1, Max Arrival=1
Web  Server: Action=Seize Delay Release,
Expression=exp(8.8)

Appl.
Expression=exp(3.3)
DBMS ~ Server:

Expression=exp(1.7)

Server: Action=Seize Delay Release,

Action=Seize Delay Release,
Dummy Server: Action=Delay, Value=26.2
Response: accumulates response time

Throughput : calculates throughput

Response time: calculates average response time

IV. Results

First of all, the model nicely simulated the real
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comparison of the simulated
with the original
measured data is shown in Table 3 and Fig. 3. As
seen in the Fig. 3, the simulation almost perfectly
reflects the actual system.

system and the

response time and throughput

H 3 AMelEnt el H|m
Table 3. Comparison of Throughput and Response Time

N Xraw Xsim Rraw Rsim
1 24 5 9 40
2 48 49 39 P2
4 85 86 4 47
7 100 102 67 63
10 9 103 N 97
20 H 97 210 206
Xraw : Throughput from the measured data
Xsim : Throughput from the simulated data
Rraw : Response Time from measured data in ms
Rsim : Response Time from simulated data in ms
250
200 7
7
Fi
150 7 — = Xraw
!-I Xsim
100 et ——— Rraw
f"“.
- ',.’ — — —Rsim
s0 _/...’..ﬂ gy
0
1 2 4 7 10 20
J8l 3 & 38 Jei== BA
Fig 3. Graphical representation of Table 3.
The utilization of three servers from the

simulated data also well matches that of the
measured data as in Table 4 and Fig. 4.

H4 M AREE9 Hl
Table 4. Comparison of Server Utilization

N Wraw Wsim Araw Asim Draw Dsim
1 21% 2% 8% 8% 4% 4%
2 1% 12% 13% 13% 5% 5%

N Wraw Wsim Araw Asim Draw Dsim
4 4% 75% 20% 21% 5% 5%
7 %% 97% 2% 24% 5% 5%
10 X% 100% 2% 2% 6% 6%
2 97% 100% 2% 2% 6% 6%

Wraw : Web server tilization from measured data

Wsim : Web server tilization from simulated data

Araw : Appl. server utilization from measured data

Asim : Appl. server utilization from simulated data

Draw : DBMS tilization from the measured data

Dsim : DBMS Utilization from the simulated data

120%

100%

/_’ — s Wraw

—_—im

20% d

0%

J214 F 42 === A
Fig 4. Graphical representation of Table 4.

ARENA gives us a wealth of performance data
other than the throughput and response time. Here
length of the

presented among them. As we may know from the

the queue three main servers is
measured data, the web server is the busiest and
the bottleneck of the length

Grows clients

system.  The queue

exponentially as the number of

increase as shown in Table 5 and Fig. 5.

HE 5 AMB{e| 7 Zol |
Table 5. Quete Length of the Servers

N Wat At Dat
1 00 00 00
2 19 02 00
4 81 05 00
7 21 07 00
10 517 06 00
20 165.7 07 00
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Wat @ Queue length of the web server
Aat © Quete length of the application server
Dat: Queue length of the DBMS server

180.0

1600

!
1400 7
1200 'a
1000 ” - — —wgt
80.0 7 Agt
60.0 e Dat
s
40.0 #
- rd
200 —
-

0.0 =

D215 52 Jei=2 TA
Fig 5. Graphical representation of Table 5

Now let's estimate the performance of a system
using the model when there are 30 clients. It is
assumed  that  the

application server and DBMS server may not change

service demands for  the
as the number of clients creases because they have
lots of capacity yet. But the service demand of the
web server would change as the number of clients
derived Dby the statistical
regression of the measured data. The regression can

increase and it is

be easily obtained using the tools like EXCEL or
SPSS. Here is the formula from Gunther [2].
DWS(N) = 80 X NOO85 ................................... (5)

where Dws(N) is the service demand of the web
server for N clients.

Using (5), the demand, 107 ms is
calculated for the web server with 30 clients.

service

The simulation result is as follows:
Throughput: 93

Response Time: 321 ms

Web Server Utilization: 100%
Application Server Utilization: 21%
DBMS Server Utilization: 6%

Web Server Queue Length: 26.22
Application Server Queue Length: 0.06

DBMS Server Queue Length: 0.00
The throughput slightly  decreases and the
response substantially. As
Table 4 and Table 3, the CPU utilization of the web

server reaches 100%

time increases seen  in
when there are 10 clients and
the throughput decreases when the number of clients
is 10 or more. The result clearly shows that when

the maximum capacity of the CPU reaches, the more

users decrease the throughput. When a system
resource exceeds a threshold like 100% of the
utilization, the performance deteriorates

exponentially. We should be careful to estimate the
performance when the system reaches a saturation
point and double check the wvalidity of the model and
the result.

V. CONCLUSION

In this paper a coarse grained simulation model
for the web application is proposed. The measured
performance data presented by Buch [1] and
calibrated analytical model by Gunther [2] is
evaluated using the simulation model. The model
successfully  simulated the measured data and
proved correct. It also showed the model can be used
to estimate the varied number of clients and the

service demands mixes.
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