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Iterative Multiple Symbol Differential Detection for Turbo
Coded Differential Unitary Space-Time Modulation

Pisit Vanichchanunt, Paramin Sangwongngam, Suvit Nakpeerayuth, and Lunchakorn Wuttisittikulkij

Abstract: In this paper, an iterative multiple symbol differential de-
tection for turbo coded differential unitary space-time modulation
using a posteriori probability (APP) demodulator is investigated.
Two approaches of different complexity based on linear prediction
are presented to utilize the temporal correlation of fading for the
APP demodulator. The first approach intends to take account of
all possible previous symbols for linear prediction, thus requiring
an increase of the number of trellis states of the APP demodulator.
In contrast, the second approach applies Viterbi algorithm to assist
the APP demodulator in estimating the previous symbols, hence al-
lowing much reduced decoding complexity. These two approaches
are found to provide a trade-off between performance and com-
plexity. It is shown through simulation that both approaches can
offer significant BER performance improvement over the conven-
tional differential detection under both correlated slow and fast
Rayleigh flat-fading channels. In addition, when comparing the
first approach to a modified bit-interleaved turbo coded differen-
tial space-time modulation counterpart of comparable decoding
complexity, the proposed decoding structure can offer performance
gain over 3 dB at BER of 1075,

Index Terms: Differential space-time modulation, iterative decod-
ing, multiple symbol differential detection, space-time codes, turbo
codes.

I. INTRODUCTION

Recent advances in diversity techniques across multiple an-
tennas [1] have been a subject of intense research, as they are
effective means to mitigate the fading phenomena caused by
multipath and movement in radio links allowing significant im-
provement in spectral efficiency and reliability of data transmis-
sion over wireless channels. Traditionally, antenna diversity is
applied at the receiver side, known as receive diversity. How-
ever, recent development on diversity techniques has paid much
attention to the transmitter side, referred to as transmit diversity
as opposed to receive diversity. Transmit diversity techniques
[2]-[4] offer many advantageous features, particularly for im-
proving downlink transmission in cellular mobile environment
where mobile terminals are limited in size and space. Deploy-
ing multiple transmit and receive antennas simultaneously can
broaden the capacity of wireless systems [5], [6] to support
higher demanded bandwidth. However, in order to fully exploit
available diversity advantages and achieve the maximum the-
oretical capacity limit, the concept of joint design of coding,
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modulation, and diversity has been perceived as a promising ap-
proach and currently under explored. Space-time coding [7] is
one such promising technique where both spatial and time diver-
sities are considered simultaneously. So far a number of space-
time coding schemes, including space-time trellis codes [7] and
space-time block codes [8]-[11] have been proposed and these
coding schemes have shown to offer diversity gain and cod-
ing advantage, providing as an effective means to combat fad-
ing. Much further performance improvement can be achieved
by concatenating them with powerful forward error-correcting
codes, such as turbo codes [12]-[14].

Many works of the space-time codes in the literature as-
sume that fading coefficients are perfectly known at the receiver,
which can in practice be obtained through some forms of chan-
nel estimation such as using pilot signal insertion. However, un-
der fast fading condition there is growing concern on the dif-
ficulty in obtaining accurate estimation and the inefficiency in
channel bandwidth utilization due to an increase in the num-
ber of pilot symbols required especially for multiple input and
multiple output (MIMO) channels. As a result, there have been
remarkable efforts [15]-[18] to establish classes of space-time
coding schemes which allow differential detection to be applied
at the receiver side without using fading coefficients, i.e., non-
coherent detection and are now commonly referred to as differ-
ential space-time modulation (DSTM). Various different DSTM
schemes have been proposed and they can be classified based
on theirs constellations as group [15], [16] or non-group [17],
[18], see more details in [21] and [25]. Among them, the uni-
tary space-time codes proposed by [15] and [16] are particu-
larly suitable for low-complexity differential modulation and de-
coding [19] and hence opted for our system development; this
will be referred to as differential unitary space-time modulation
(DUSTM). DSTM with conventional differential detection (DD)
is known to be effective only when the channel state changes
slowly, i.e., channel coefficients are assumed fixed for two con-
secutive DSTM symbols. If the fading changes more rapidly,
the performance of DSTM with conventional DD deteriorates
severely [20]. To mitigate this problem, a well-known technique
called mulitiple symbol differential detection (MSDD) widely
used in single-transmit single-receive antenna systems has been
extended and developed for DUSTM in [20] and [21] by ex-
tending the observation length of consecutively received matrix
symbols more than two. Resultant performance of the detection
confirms that significant improvement closer to that of coher-
ent detection is possible as the number of the observed symbols
increases.

To further improve the performance of differential space-time
modulation, DUSTM is combined with forward error-correcting
codes, especially those that use iterative decoding, see refer-
ences [22]-[25]. In [22], a simple bit-interleaved coded mod-
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ulation (BICM) comprising a convolutional encoder and a bit-
wise interleaver concatenated serially with DSTM to form a
low-complexity yet power efficient transmission system that
achieves both diversity and coding gains is introduced. At the
receiver, simplified MSDD metrics and hard-decision Viterbi
decoding are applied for iterative decision-feedback differential
demodulation (DF-DM). It is shown by mathematical analysis
and computer simulation that such a relatively low-complexity
receiver structure can exploit both space and time diversity and
results in performance improvement for transmission over spa-
tially correlated Ricean flat-fading channels. In [23], a serial
concatenation of turbo codes and DUSTM is investigated. Both
conventional DD and MSDD metrics are considered and ap-
plied in the analysis for high performance joint iterative decod-
ing of the turbo code and the modulation code. This is clearly
a more sophisticated encoding and decoding structure than that
of [22], as it is intended to achieve reliable communication at
SNR reasonably close to the capacity limit [23]. Note that the
MSDD metrics used in the analysis is based on the assumption
that fading coefficients are constant over each observation in-
terval. This can be in fact viewed as a specific case of more
general metrics described in [20] and [21]. In [24], three cod-
ing schemes of different complexity for combining DSTM and
MSDD, namely multilevel coding (MLC), BICM, and hybrid
coded modulation (HCM), are investigated. In the paper, chan-
nel capacity is considered an appropriate measure for their per-
formance study. However, BER performances of these schemes
are also evaluated using computer simulation. It is shown that
with respect to channel capacity, MSDD is useful in enhancing
power efficiency when applied with MLC and HCM, but less ef-
fective with BICM. This suggests that the advantage of MSDD
can be effectively exploited only with an appropriate combina-
tion of coding and modulation structure. In [25], serial concate-
nation of simple error control codes, i.e., convolutional or block
codes with DUSTM is introduced. At the receiver, iterative de-
coding/demodulation is employed by exchanging a posteriori
probability (APP) values between the demodulator of the in-
ner space-time code and the decoder of outer error-correcting
codes. It is interesting to see that outstanding BER performance
can be achieved with the requirement of long interleaver length
and many iterations. This achievement is mainly due to the use
of APP demodulator and the introduction of pilot insertion and
integrated channe] estimation. Note that the paper does not con-
sider MSDD for noncoherent detection.

Motivated by the advantage of MSDD in combating fast fad-
ing channels [20], [21] and the powerful APP demodulator
for single and multi-antenna systems [25]-[27], in this paper,
we develop a serial concatenation scheme of a turbo code and
DUSTM for reliable signal transmission over both slow and fast
Rayleigh flat-fading channels. At the receiver, a decoding struc-
ture that allows effective exchange of soft information between
the turbo decoder and the APP demodulator is proposed. In the
APP demodulator, soft outputs are computed based on the trel-
lis diagram of DUSTM by using the BCJR algorithm [28]. We
present two different approaches, which exploit the MSDD met-
rics in the APP demodulator in different ways. In the first ap-
proach, the classic APP demodulator is modified so that it be-
comes capable of exploiting the correlated nature of fading in
the form of linear prediction. Since the actual code matrices are

not known in advance, this approach increases the number of
the APP detector’s trellis states in order to consider all possible
state-transitions affected by the Z previous code matrices used
in the linear prediction. In the second approach, which aims for
reducing the complexity of the first approach, the APP detec-
tor is designed to cooperate with the Viterbi algorithm (VA) for
ensuring that the number of trellis states is not increased. More
specifically, the task of the VA is to find the previous code matri-
ces associated with the survivors of the APP demodulator’s trel-
lis states for each iteration of the iterative decoding/detection.
These two approaches can be perceived as a trade-off between
performance and complexity. In this study, the performance of
our scheme is compared to the turbo coded DUSTM scheme
described in [23] with some modifications at the receiver: the
modulation decoder (in Fig. 3 of [23]) is replaced by a met-
ric calculation unit and a more powerful APP demodulator for
fair comparison purposes, i.e., both schemes possess compa-
rable complexity. It is shown later that the proposed scheme
can provide significant BER performance improvement over the
modified scheme in [23].

The rest of this paper is organized as follows. A correlated
Rayleigh flat-fading channel model and a turbo coded DUSTM
encoder are explained in Section II. Iterative decoding with
MSDD is detailed in Section III. Computer simulation results
are shown and discussed in Section IV. Finally, some conclu-
sions are given in Section V.

II. CHANNEL MODEL AND TURBO CODED DUSTM
ENCODER

A. Channel Model

Consider a wireless communication link comprising 1" trans-
mit antennas and R receive antennas that operates in a Rayleigh
flat-fading environment. Let X,, = {z;x(n)} denote a T x L
matrix of transmitted DUSTM signals at symbol time n, where
zjx(n) is the signal transmitted from antenna j at time slot &,
1 <k < L, and L is the number of time slots per DUSTM sym-
bol. Let Yy, = {y;x(n)} be an R x L matrix of received signals at
symbol time n, where y;(n) is the signal that arrives at receive
antenna 4 at time slot k. At symbol time 7, the signal y;x(n) at
each receive antenna is a superposition of the T fading transmit-
ted signals plus noise. Under this assumption, the channel can
be described as the following baseband discrete-time equivalent

model:
T

yir(n) = /p/T > _ hE(n)ajk(n) + nix(n)

Jj=1

1)

where hy(n) is the fading coefficient from transmit antenna j
to receive antenna ¢ at time slot & of symbol time n, 7 (n) is
the complex additive white Gaussian noise (AWGN) with zero-
mean and unit-variance at receive antenna ¢, and p is the signal-
to-noise ratio (SNR) per receive antenna. The fading coeffi-
cient hi-“j (n) is modeled as zero-mean, unit-variance, complex

Gaussian random variable with autocorrelation given by

on((m —n)L + 1~ k) = B{hj(n)hi;(m)}
= J0(27rded((m — TL)L +1— k))
@
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Fig. 1. Block diagram of the turbo coded DUSTM encoder.
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where E{-} denotes expectation, (-)* stands for complex conju-
gate, Jo(+) is the zeroth-order Bessel function of the first kind,
fa is the maximum Doppler frequency, T;; represents the dura-
tion of each time slot and f3T7; is referred to as the normalized
maximum Doppler frequency. If the fading coefficients are as-
sumed to be constant over the DUSTM symbol duration, i.c.,
() = hij(n) for 1 < k < L, then (1) can be expressed in
the matrix form as

Y, = VpTHan + N, 3)

where Hy, = {h;;(n)} is an B x T fading matrix, pr = p/T,
and N, = {n;x(n)} is an R x L noise matrix.

B. Turbo Coded DUSTM Encoder

Fig. 1 shows a DUSTM encoding system comprising a turbo
encoder of code rate 1/3, a symbol mapper, a channel interleaver
A and a differential modulator. A block of binary data sequence
of length N; denoted as c_lf]” = di,dy,...,dy, is fed into the
turbo encoder which consists of two identical recursive system-
atic convolutional encoders (RSC1 and RSC2) connected in a
parallel way by an interleaver (II). A simile odd-even helical
interleaver is employed to guarantee that the trellis of each re-
cursive systematic convolutional code can be terminated to the
zero state with a common tail bit sequence [29]. The output of
RSC2 is deinterleaved according to the inverse operation of the
interleaver (IT™!). This ensures that the parity bit p2 transmit-
ted with the data bit d,, is the one produced when d,, is encoded.
The output sequence of the turbo encoder is passed through the
symbol mapper which maps the data bit d,, and its associated
parity bits p), and p2 into a matrix G?, of size I x L by using
the Gray mapping. Following the symbol mapper, the code ma-
trix sequence is reordered by the channel interleaver in order to
break up the fading process correlation. Then the interleaved
code matrix G,, is differentially modulated as follows:

Xn=Xp_1Gp “

where X is the initial transmitted matrix satisfying X X, 5{
Lliz, and I is the T x T identity matrix. Since we consider
the code matrix (7, that belongs to an algebraic group of L x L
unitary matrices (G, G = Ir), we obtain X,, X = LI for
0 <n < N, where N is the length of the transmitted code ma-
trix sequence and (-)* denotes Hermitian (complex conjugate)
transpose. Eq.(4) can also be expressed as

Xn=XoDp, n>0 (%)
where
D, = G1Gy - - -Gy, n >0 )
IL, n = 0.
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III. ITERATIVE DECODING WITH MSDD

The developed decoding system shown in Fig. 2 comprises
an APP demodulator, a metric calculation unit (MCU), a chan-
nel interleaver A, a channel deinterleaver A1, and two decod-
ing units. The MCU calculates the reduced-complexity version
of the maximum likelihood sequence estimation (MLSE) met-
rics for correlated Rayleigh flat-fading channels. These metrics
will be referred to as the MSDD metrics. The task of the APP
demodulator is to receive the MSDD metrics from the MCU
and calculate the probabilities I',, (G, ) of code symbols G,, for
two constituent decoders. Each constituent decoder (CD) in the
two decoding units is used to compute the joint probabilities
Wa(dn,py), m = 1,2, of data bits d,, and their associated
parity bits p/™ of the same trellis branches based on the trel-
lis structure of the corresponding RSC encoder in Fig. 1. Then
these probabilities are transferred to the other CD and the APP
demodulator. Before these probabilities can be utilized by the
latter CD, they are multiplied by the probabilities I',,(G?,) of the
corresponding code symbols G, (fed by the APP demodulator).
Then the obtained products are marginalized over the parity bits
Py that do not belong to the corresponding RSC encoder, and
these marginal probabilities are used as the branch metrics in the
CD. In the iterative decoding/detection process, the information
is calculated in such a way that the extrinsic information is ex-
changed among the two CD’s and the APP demodulator. After
the iterative process is completed, the data bits are decoded by
using the a posteriori probabilities Pr{d,,|Y } of the data bits
dy, from one of the two CD’s. This proposed decoding scheme is
quite different from that we have presented in [30], i.e., the joint
probabilities W, (dn, pj') without the sole probabilities Pr{d,, }
of data bits d,, are exchanged between the two CD’s during the
iterative process. In our investigation, the decoding scheme of
Fig. 2 offers a better performance gain in the range of 0.5-1 dB
over that presented in [30] (the performance comparison is not
shown here).

A. MSDD Metrics for DUSTM

In this section we will extend the MSDD metrics of a single
antenna system reported in [31] for DUSTM. The MSDD met-
rics for DUSTM are defined as the conditional probabilities of
received matrices ¥, given by the sequences of current and pre-
vious transmitted code matrices of length Z denoted as G, 41

and by the sequences of all previous received matrices )_/g‘lz

Mn(Gr_z11) = Pr{YoalGh_5,,, Y07}

=Pr{YolGh 1, Y0 "0} €]
1 1 Z
= BRI 3RL - IYa=> P.B,.|?
7RLGZRL exp{ oz I ; > B,z ||°}
(8)

where
z
Bn,z = Yn—an—z+IGn—z+2 Gy = Yo H Gn—Z—Hu )
=1

the operation ||- || is the Frobenius norm, the notation P, denotes
the zth R x R linear prediction coefficient matrices, 1 < 2 < Z,
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Fig. 2. Block diagram of the iterative decoding with MSDD.

and the variable a% is the minimum mean-squared prediction
error. The term HlZ:1 G~ »+1 1n the right-hand side of (9) can
be calculated by using the look-up table of group multiplication.
Comparing (8) to the coherent detection metric

Pr{Yn|Hp, Xn} = —zp exp{~[Yn — VPTH. X5 "}, (10)

it can be seen that HzZ=1 P, B, . in (8) is the predicted matrix of
VprHy Xy, in (10) using the linear prediction order of Z. For
the case where all fading processes are spatially uncorrelated,
the matrices P,, 1 < z < Z, are diagonal matrices (see Appen-
dix A)

P

> =PzdR (1)

where the variables p,, 1 < 2z < Z, represent scalar values
which are obtained by solving the following linear system:

én(0) + A én(L) én((Z ~1)L)
én(L) ér(0) + A on((Z ~2)L)
on((Z =)L) én((Z - 2)L) 91(0) + A

p1 én(L)

P2 én(2L)
x| .| = : (12)

p'z én(ZL)

where
a1 (13)
p

The minimum mean-squared prediction error 0% is given by

oZ=1+p< szd)th)

(14)

It should be noted that if we have Z = 1, there are only two con-
secutive received symbols Y;,_; and Y,, employed in the MSDD
metrics. So, we will refer to the detection of this case as the
conventional differential detection (CDD).

B. APP Demodulator

In Fig. 2, the APP demodulator receives both the MSDD met-
ric sequence M {V from the MCU and the a priori probabilities
Pr{G,} of code matrices Gy, from the two CD’s. Then it calcu-
lates the extrinsic information I',,(Gy,) of code matrices G, for
the two CD’s, based on the structure of the differential modula-
tion. The differential modulation in (4)—(6) can be represented
by a trellis diagram in which D,, represents the states of the
diagram at time n and code matrices (,, are assigned as the
labels of branches (D,,_1, D,,). Hence, the BCJR algorithm
in [28] can be applied to the APP demodulator. Before calcu-
lating the extrinsic information I',(G},), the APP demodulator
has to recursively calculate the forward probabilities v, and the
backward probabilities 3,,. In this section, the summary of the
analysis of the APP demodulator will be presented for the two
approaches.

B.1 APP Demodulator Using an Increased Number of Trellis
States (Approach 1)

In the first approach, the BCJR algorithm is revisited so that
the APP demodulator can utilize the MSDD metrics. From the
analysis provided in Appendix B, the recursive formulae for cal-
culating the forward probabilities, the backward probabilities,
and the extrinsic information can respectively be expressed as
follows:

1
Z Z Qp 1 n 1;GZ 5+1)

Dyn_1Gn-z+1
X Mn(Gh_741) Pr{Gn}
XPr{Dn(Dnhl,Gn}, (15)

O‘n(Dnv—n Z+2
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Ba(Dn,Gr_z13) = D Y Bns1(Dny1, Got)

Z+3)
Dnt1 Grya

X Mn+1(QZ+lz+2) Pr{Gny1}
X Pr{Dn—i-l]Dn, Gn+1}, (16)

and
Z Z an—l( TL—-laGn Z+1)
F(Ga) = o it
A > Z > on-1(Dn1,G7” Z+1)
Gn D7 _ 1GZ 1z+1

x M (g.n Z+1)ﬁn( mQ:LL Z+2)
Mn(Gr_z41)B1(Dn, G _742)
. Pr{Du| Dy, Gn}
Pr{D |Dp-1,Gn}
where Pr{D,|D,_1, G, } represents the state transition proba-
bilities of the trellis given by the associated code matrices G,

a7

possible event (18)

0, otherwise,

Pr{Dp|Dn_1,Gn} = {1’

and Pr{G,,} denotes the a priori probabilities of code matrices
Gr which can be obtained by using the product of the corre-
sponding extrinsic information fed from the two CD’s (see Sec-
tion III-D and Fig. 2). The denominator in the right-hand side of
(17) is a normalization factor which renders the summation of
I',,(Gr) over all possible Gy, unity. The tuple (D,,, G}, 4o)in
the left-hand side of (15) may be viewed as the extended state at
time n. For the CDD (Z = 1), substitute c, (D) and 5, (Dy,)
into an(Dn, G, 745) and B, (Dr, G, _ 7, 5), respectively. We
will refer to the decoding scheme using Z = 1 as the iterative
CDD scheme.

B.2 APP Demodulator Using the VA (Approach 2)

As opposed to Approach 1, Approach 2 considers only the se-
quences that are associated with the survivors so that the number
of trellis states of the APP demodulator does not increase in re-
lation to the prediction order. To accomplish this, the VA is first
modified to process the a priori information Pr{G,} from the
two CDs. Next, in each iteration of the decoding/detection, the
path metric of each trellis state D,,

An(Dn) = glax {An—l(Dn—l) + IOgPr{Gn}

an—1
+lOgMn(Gn7Qn_Z+1(Dn—1))} 19
is recursively calculated and used to determine the survivors of
An—1
trellis states D,, where QZ_ z41(Dn—1) represents the code ma-
trix sequences of the survivors associated with states D,,_;. For
compact notation, we would like to omit the explicit dependence
an—1
on Dy,_; and use only QZ_ z41- After the VA has been fin-
ished in each iteration of the decoding/detection, the sequences
ATL . .
G, _ 749 of length Z — 1 corresponding to the survivors asso-
ciated with each trellis states IJ,, at all times are known. Each

sequence is retained and used for the forward/backward recur-
sions:

= Z ZMn(Gn7QZ:1Z+1)a”_1(D"_1)

Dn—l Gn
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X Pr{G,} Pr{D,|Dp_1,Gn}  (20)

and

Bn(Dr) = Z Z Mn+1(Gn+1,Q:—z+2)5n+1(Dn+1)

Diog1 Grta

X PI‘{Gn+1} Pr{Dn+1an,Gn+1}. (21)

Then the extrinsic information of a code matrix G,, can be cal-
culated as follows:

~an—1

D; n—1(Dn_1)Mn(Gn,Gp_741)

=—n-1

> 2 an-1(Dp-1)M, (Gann Z+1)

% /Bn(Dn) Pr{Dn|Dn—la Gn}
/gn(Dn) Pr{Dnan—la Gn} '
For the case of Z = 1, the VA of (19) is no longer needed for the

APP demodulator. This leads to the case of Approach 1 using
Z =1 outlined in Section III-B.1.

(22)

C. Analysis of Constituent Decoders

There are two constituent decoders (CD), each is in the cor-
responding decoding unit. The two CD’s operate based on the
BCIJR algorithm. In this section, the summary of the analysis
of both constituent decoders is presented. For simplicity of ex-
pression, only the first CD is considered. The second CD can be
analyzed in a similar way by taking the effect of the interleaver
IT into account. The APP of a data bit is given by

Pr{daY3'} = D Pr{Su-1,5.J¥0} (23)
(Sn_l,Sn):dn
Z an—l(Sn—l)’Y'n(Sn—laSTL)BTL(S”)
_ (Sn—lysn):dn
Z an_l(Sn—l)'Yn( n-— 13 )/8"( )
dy (Sp—1,8,):dn
(24)

where branches (S,,_1,S,,) : dy, are all possible state transitions
from S, _; to S, whose data bits driving the constituent encoder
are d,,. The branch metrics for the first CD are formulated as

Yn(Sn—1,Sn) = Pr{dn,pL} = ZI‘ (GIOW,

’napnapn W (dn7pn)
where Pr{d,,, pl} are the a priori joint probabilities of data bits
dr, and their associated parity bits pl, and W,,(d,,, p2) are the
joint probabilities of data bits d,, and their associated parity bits
p2, which are supplied by the second CD (see Section III-D).

Wi n7pn)

(25)

D. The Extrinsic Information of Constituent Decoders

The joint probabilities W, (d,,, pl) of data bits d,, and their
associated parity bits p), of RSC1 can be calculated by the first
CD as follows:

Qp—1 (Sn—l)ﬁn(sn)

(Sn—1,8n):(dn,pL)
Z Z Z Q1 (Sn—l)ﬂn (Sn)

dn pl, (Sn—1,5n):(dn,p})
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where branches (S, —1,.5y) : (dy, p.) are all possible state tran-
sitions from S,,_; to S,, whose data bits driving the constituent
encoder are d,, and the corresponding parity bits are p). Simi-
larly, the joint probabilities W, (d,,, p2) of data bits d,, and their
associated parity bits p2 of RSC2 can be calculated by the sec-
ond CD as follows:

Qn_1 (Sn_l)ﬂn(sn)

(Sn—lysn):(dnip%)
Qp—1 (Sn—l)ﬂn(sn) ’

2\
W) = S5 >
27

dn Pi (Sn—lssn):(dn »P%)

The a priori probability Pr{G,} of a code matrix G/, for the
APP demodulator can be computed by using the product of the
corresponding probabilities Wy, (dy,, pl) and Wy, (d,,, p2) as fol-
lows:

PI'{G;I} = Pr{dnﬁpimpfz}
_ Waldn, pp)Waldn, p2)
22 > Whildn, pL)Wh(dn,p2)

dn p} P2

(28)

E. Computational Complexity Analysis

In this section, we will compare the computational complex-
ity of Approach 1 and Approach 2. For ease of comparison, we
assume that in both approaches, the metric calculation unit cal-
culates the metrics M, (G, _ 7, 1) for all possible G, _ | even
though Approach 2 may use some of them. So, at a given linear
prediction order Z, the metric calculation unit requires the same
number of additions and multiplications for both approaches.
Then the complexity comparison can be performed by evaluat-
ing the amount of calculation needed for the APP demodula-
tor. Table 1 shows the number of multiplications, additions, and
(greater/less) comparisons required by the APP demodulator per
trellis section per iteration. Note that when Z = 1, Approach 2
becomes Approach 1 and VA is not needed (and there is no
(greater/less) comparison also). In such a case, the number of
multiplications and additions of Approach 2 is the same as that
of Approach 1 with Z = 1. As we can see from Table 1, for Ap-
proach 1, the number of multiplications and addition increases
exponentially with the linear prediction order Z, whereas for
Approach 2, the number of multiplications, additions and com-
parisons for the APP demodulator is not a function of the linear
prediction order.

IV. SIMULATION RESULTS

The performance of the decoding system is evaluated by us-
ing computer simulation. Two RSC encoders are identical with
the forward polynomial 1 + D* and the backward polynomial
1+ D + D? + D? + D* where D is a unit delay. The data block
size IV is 930. The channel interleaver is the block interleaver
of size 41 x 23 as described in [31]. The simile odd-even helical
interleaver [29] is selected for the interleaver I1 so that both RSC
encoders terminate to the zero state with the same input tail bits.
The performance of the decoding system is measured in terms of
the bit error rate (BER) of decoded data bits. The BER is mea-
sured for the bit energy over the noise spectral density Ep /Ny

Table 1. The computational complexity of APP demodulator.
. Complexity of APP demodulator
Approach per trellis section per iteration
Multiplications Additions Comparisons
Approach 1 | enZ¥! 1 2nvg | 2ng(Ng -1 +2(N - 1) -
+Ng +Ng(NE - 1)+ (Ng - 1)
Approach 2 8NZ 4+ 3Ng 3(Ng +1)(Ng — 1) Ng(Ng — 1)
(Z >1)
Note: Ng is the number of trellis states Dy, .
which is defined as [23]
Ey
= P (29)
N 0 Rs

where R, is the system rate given in uncoded information bits
per channel use. In the simulation, two transmit antennas
are considered. The number of time slots per DUSTM sym-
bol (channel use per DUSTM symbol) or L is also two so that
transmitted matrices are square. Since we use a code rate of 1/3
and a mapping of 3 bits per DUSTM symbol, the system rate is
Rs = 1/3 x 3 x 1/2 = 1/2 bits per channel use (tail bits are
ignored). Although, in the analysis of the linear prediction, the
fading processes are assumed to be constant during each trans-
mitted matrix X,,, the channel model of (1) used in the simu-
lation allows the fading processes to vary within the transmit-
ted matrices in order to see the effects of Doppler shift on the
decoding performance. All fading processes are assumed to be
spatially uncorrelated. The set of unitary group matrices used
for the symbol mapper is

L A e R R A B )

For signal transmission, we use the reference DUSTM symbol
1 -1
x=[t 7.

A. Performance for Each Iteration

(30

The BER versus Ej, /Ny results for the two proposed decoding
approaches: Approach 1 and Approach 2, using different num-
ber of decoding iterations are respectively illustrated in Figs. 3
and 4 in order to show how fast these two approaches converge
under two very different fading channel conditions with normal-
ized maximum Doppler frequencies of 0.01 and 0.1. These re-
sults are based on systems with two receive antennas and fixed
linear prediction order of two. As we can see, the BER perfor-
mance of both decoding approaches improves rapidly in the first
few iterations as one may expect from an iterative decoding be-
havior. Later iterations offer less and less additional improve-
ment and finally the BER performance converges, say roughly
at the 15th iteration. Notice also that convergence behavior re-
mains similar even the fading of the channel changes from slow
to very fast as much as 10 times, i.e., from f;7; = 0.01 to
faTq = 0.1 as depicted in Figs. 3(a) and 3(b) for Approach 1
and in Figs. 4(a) and 4(b) for Approach 2. Therefore, in the fol-
lowing sections, all BER performance results presented here are
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Fig. 3. The BER performance of Approach 1 using two transmit and two
receive antennas, and setting the linear prediction order to Z = 2: (a)
faTy = 0.01 and (b) f4T = 0.1.

obtained at the 15th iteration in order to ensure the decoding
convergence.

B. Performance Comparison

In this section, we shall compare the BER performance of the
two proposed approaches to that of the iterative CDD scheme
(Z = 1) at two normalized maximum Doppler frequencies
of 0.01 and 0.1; this is shown in Figs. 5(a) and 5(b), respec-
tively. Consider the case of slow fading (f,7;, = 0.01) as
in Fig. 5(a), it is apparent that both proposed approaches of-
fer performance improvement over the iterative CDD scheme
as anticipated. For instance, at the BER of 10~°, performance
gains of 1.1, 1.7, and 1.8 dB are achieved with Approach 1 us-
ing Z = 2,3, and 4, respectively, whereas Approach 2, for the
same system settings, provides less gains. For the case of fast
fading (f4Tq = 0.1) as shown in Fig. 5(b), the performance
gains of both approaches are even much greater. Approach 1
in particular provides significant improvement, namely gains of
3.1, 3.3, and 3.4 dB are attained by setting the linear prediction
order to Z = 2, 3, and 4, respectively. These results clearly
highlight the great benefit of introducing MSDD (Z > 2) in
conjunction with APP demodulator as such combined feature
allows fading to be more accurately estimated and hence capa-
ble of enhancing the robustness of the decoding system against
fading variation when compared to the iterative CDD scheme.
The results also show that increasing the linear predictor order
can result in improved overall decoding performance. Such an
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Fig. 4. The BER performance of Approach 2 using two transmit and two
receive antennas, and setting the linear prediction order to Z = 2: (a)
faTa = 0.01 and (b) f;Ty = 0.1.

increase in performance improvement is mainly because of the
fact that higher order of prediction provides better fading esti-
mates, thereby permitting more accurate detection. However,
it must be emphasized that such performance gains come at a
price of complexity. Notice also that the performance improve-
ment is substantial only when increasing the linear prediction
order from Z = 1 to 2. Further increases in the linear prediction
order do not offer as much performance gains. This coincides
with the decrease of the minimum mean-squared prediction er-
ror U%, when Z is increased as the following. At f;T; = 0.01
and By /Ny = 2 dB, 05 = 1.4449,1.3155,1.2526, and 1.2194
for Z =1, 2, 3, and 4, respectively, whereas at f;T; = 0.10
and Ey/Ng = 7 dB, 0% = 2.7665,2.4884, 2.4197, and 2.3628,
respectively. Notice that substantial reduction of ¢% is obtained
when Z increases from 1 to 2. So using the linear prediction or-
der as low as Z = 2 can be considered as highly desirable with
respect to performance-complexity trade-offs, as significant per-
formance improvement can be attained with moderate increase
in the decoding complexity.

When comparing between the performance of Approach 1
and of Approach 2, it is clear that Approach 1 always offers
better performance than that of Approach 2 (the case of the it-
erative CDD scheme is excluded in this comparison) since Ap-
proach [ uses more trellis complexity in the detection than Ap-
proach 2. More specifically, in order to obtain the possibility of
performance enhancement, Approach 1 tries to utilize all useful
information regarding the MSDD metrics based linear predic-
tion by increasing the number of trellis states so that the for-
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Fig. 5. The performance comparison between Approach 1 and Ap-
proach 2 for two transmit and two receive antennas and using the
linear prediction orderas Z =1, 2, 3, and 4: (a) f,T; = 0.01 and (b)
faTqg =0.1.

ward/backward probabilities accumulate the MSDD metrics of
all possible code matrix sequences G:_, ;. In contrast, due
to complexity reduction by using VA as early explained, the for-
ward/backward probabilities of Approach 2 accumulate only the
MSDD metrics of code matrix sequences associated with sur-
vivors, inevitably causing the information loss and resulting in
the performance degradation. Therefore, when performance is
the main priority, Approach 1 is recommended but if fast decod-
ing is of prime importance then Approach 2 will be preferred.

C. Performance Comparison between the Modified Turbo
Coded DUSTM Scheme of [23] and the Proposed Scheme

In this section, we will compare the performance of our pro-
posed scheme to a modified version of bit-interleaved turbo
coded differential space-time modulation scheme described in
[23]. For fair comparison, the modulation decoder in Fig. 3
of [23] is substituted by a metric calculation unit and an APP
demodulator. With these modifications, both schemes will have
similar complexity. For this comparison, both schemes are tested
under the same parameter settings as used in the previous sec-
tion. Fig. 6 illustrates the BER performance of both schemes at
two normalized maximum Doppler frequencies of 0.01 and 0.1,
As we can see, at the BER of 107° and the normalized max-
imum Doppler frequency of 0.01, the proposed scheme offers
performance gains of 3.1 and 3.4 dB over that of the modified
scheme of [23] when using Z = 1 and 2, respectively. When
fading changes more rapidly as f;7q = 0.1, these gains fur-

ther increase to 4 and 3.5 dB, respectively. These results indi-
cate that transmission of each data bit and its associated parity
bits by grouping them together as a single code matrix sym-
bol can provide improvement to the decoding performance as
opposed to transmitting them in different symbols. However,
bit-interleaved turbo coded DUSTM exhibits lower error floors
as compared to the symbol interleaving technique used in our
scheme.

D. Effects of the Number of Receive Antennas

The effects of the number of receive antennas on the decoding
performance of both decoding approaches will be investigated
in this section. The number of transmit antennas and the linear
prediction order are fixed at two while the number of receive
antennas is varied as £ = 1, 2, 3, and 4. The BER performance
curves of Approach 1 and Approach 2 are shown in Fig. 7(a)
and Fig. 7(b), respectively, both at two normalized maximum
Doppler frequencies of 0.01 and 0.10. In Fig. 7(a), at the BER
of 1072, the performance gains of Approach 1 using R = 2, 3,
and 4 are respectively 2.5, 4.2, and 5.2 dB over that using R = 1
for f4T; = 0.01. When fading changes rapidly as f;Ty = 0.10,
these gains are significantly increased as 5.5, 7.5, and 8.5 dB,
respectively. The performance results of Approach 2 in Fig. 7(b)
also have the same trend as Approach 1. As one may expect, the
use of multiple receive antennas can always lead performance
improvement. Notice also that the improvement is particularly
substantial for fast fading conditions.

V. CONCLUSIONS

We have demonstrated that the combination of MSDD and
APP demodulator can be applied to improve the performance of
turbo coded DUSTM systems over both slow and fast Rayleigh
flat-fading channels without using pilot insertion. In order to
utilize the MSDD metrics in the APP demodulator, we have
presented two different and effective approaches which provide
a trade-off between the performance and complexity. As illus-
trated in the simulation results, both approaches using MSDD
can offer significant gains over that using CDD, especially when
the fading changes rapidly. However, the substantial BER im-
provement is observed only when increasing the linear predic-
tion order from Z = 1 to 2. When applying higher predic-
tion order, additional gains are less significant. When compar-
ing the BER performance of both approaches, as expected, Ap-
proach 1 which uses more number of trellis states is superior
to Approach 2 for all cases. Next, we have also shown that the
concatenation structure of turbo codes and DUSTM plays an
important role in enabling effective decoding at the receiver.
To demonstrate this, we have compared the BER performance
of the modified bit-interleaved turbo coded DUSTM scheme of
[23] to that of the proposed scheme which employs a symbol-
wise channel interleaver in conjunction with sending each data
bit and its associated parity bits into the same code symbol. The
results have shown that the proposed scheme provides signifi-
cant gains in the range of 34 dB over the modified scheme of
[23] for fading varied from f37,; = 0.01 to f4Ty = 0.1 and at
the BER of 1075, Finally, the results have revealed that increas-
ing the number of receive antennas offers great benefit to cope
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Fig. 6. The performance comparison between the modified scheme of
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with fast fading channels.
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APPENDIX A
Linear Prediction

In the following, we will analyze the prediction coefficient
matrices P,, 1 < z < Z, used in the term 22221 P, B, , which
is the predicted matrix of /o7 Hy, X,,. Let error matrix €, de-
fined as

z
én = PTHnXn — Y  P.Bn.. (A1)
z=1
From the orthogonality principle, we have
E{e.Bl,} =0 (A.2)

where (-)f denotes Hermitian (complex conjugate) transpose
and 0 is the R x R zero matrix. From (A.1) and (A.2), it can be
proved by using the unitary property of the codes that

zZ
E{H.H,} =Y P [E{H, .HI  } +\T6(z —m)Iz],
z=1

m=12,...,2 (A3)
where A = 1/p and §(n) is the Kronecker delta function. If all

fading processes become spatially uncorrelated or

Efhi;(n)hip(n)} =0, i#i,j# i inn el (Ad)
then

E{Hn—-H;_ .} = T¢n((z —m)L)Ir,  (AS)
and

P, =p,1Ip, 1<2z2< 2. (A.6)

Hence, (A.3) can be reduced to the following equation
z
gn(mL) = 3" p: [fn((z = m)L) + A5z — m)],
- m=12,...,Z. (A7)

This relation can be written in the matrix form as (12). It should
be noted that in the analysis of the linear prediction, the fading
coefficients are assumed to be constant over the time duration
of each space-time code. However, the fading coefficients in the
simulation are not constant in the duration but varied according
to the autocorrelation in (2).

APPENDIX B
APP Demodulator Using Approach 1

The a posteriori probability of a code matrix can be expressed
as

Pr(Gn,Yy) = Pr(Ga, YY)

Pr(G,|YY) = = )
MO = T YY) T T PG, YD)
Gn

(B.1)
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where Pr(G,[Y5) can be analyzed by applying Bayes’ rule as
follows.

Pr(Ga|Yy')
= Z Z PI‘{QZ_Z_‘_UQZ_DZN}

n—1
n-1G, " Z41

Z Z PT{GZ_IZH’

1Gn1

Gk,
X Pr{Gn|G" "L, |, Dp_1, Y21
X Pr{Dy|G}_ 5,1, Dn_1, Y]~
X Pr{Y,|G"_,. ., D", ¥?'}

XPr{Yn+1| Gz, D Yo}

Based on the MSDD metrics defined in (7) and (8), for different
branches (D,,_1, D) which have the same code matrix G,,, the
MSDD metrics are the same, that is

it

n— 17K’6L~'1}

(B.2)

Pr{YalGr_ 7.1, D,

=n—14

Yn 1} = Pr{Y, |G Z+1’Yn 1}
(B.3)

If the channel interleaver can fully shuffle the sequences of code
matrices QZ:IZ i1 it may be assumed that the current code ma-
trices (7, are independent of the sequences of the previous code
matrices QZ: IZ 11> the previous states X,,_;, and the previous

received sequence Y . Hence,

Pr{G,|Gr_Y. 1. Dno1, Y5 '} = Pr{G,}. (B.4)

When the previous states D,,_; and the current code matrices
G, are given, the current states D,, are exactly known. Hence,
other conditions are no longer needed, or

Pr{Dn|Gp_ 741, Dn-1,Y5™"} = Pr{Dn|Gn, Dn1}.

(B.5)

Based on the limited order of the linear prediction used in the
MSDD metrics, the linear prediction looks back only the Z pre-
vious symbols, also

Pr{Yn+1IGn Z+17QZ 1’Yg}

= PY{KTL+1‘_Z—Z+27 Dn,Y_S}. (B.6)
Use (B.3)—(B.6) for (B.2), it can be obtained that
Pr{Gn,_O
Z Z Pr{G},~; 7415 D Y5
br 16T IZ+1
x Pr{G,} Pr{Dys|Gn, Dn-1}
x Pr{Y,|Gy_ 7.1, Y5 '}
X Pr{Yn+1|Gn Z+27Dnaxg}
Z Z Qi — 1(Dn I’Qn Z+1)
L7 1Q: lz+1
x Pr{G.} Pr{D,|Grn, Dr-1}
X Mn(QZ—Z+1)/8n(DanZ—Z+2)v (B.7)

where o, (Dn, Gy 7.5 and B,(Dn, Gy ,.,) are the for-

ward and backward probabilities of the APP demodulator us-
ing MSDD. It can be analyzed so that these probabilities can be
computed recursively as follows:

o (DMGZ Z+2):Pr{GZ Z+2’Dan8}
Z > Pr{Dn_1,Dn, Gy 7,1, Y5}

Dy 1 Grozia

= Z D> Pr{D,1,GrT 0 Y'Y

Dp_1 Gnozt1
x Pr{Gn|Dpn_1,G}_ Z+1azg;l}
x Pr{Dy|Dy-1,Gr_ 741, Y5}
x Pr{Y,|Dy_, 7ri—Z+1»Yn_l}
- ¥ Pan G5

n IGn Z4+1
x Pr{G,,} Pr{D,|Gn, Dp_1}
x Pr{Y,|G}_,... Yo '}
Z Z A~ 1 D 11Gn Z_H)Pr{Gn}

Dn1Grnoz41

X Pr{Dy|Gpn, Dn—1}Mn(Gy_2.1),

I

(B.8)

and

Bn(Dn, Gy _z10) = PI'{XSI+1]-_Z—Z+2’ D, Y5}

= > Pr{Dny1,Gni1, Y2100, G2 740, Y5}
Gn+1 Dn+1

= Y Pr{Gn1|Dn, G515, Y5}

Gnt1 Dng1
X Pr{Dn+lleQer+IZ+27 Yg}
x Pr{Yo 1 |DPY, Gty L, Y0}

x PrHY N, (DI, Gty YR

Z Z Pr{Gn41} Pr{Dns1|Dn,Gri1}

Gni1 Drnia
X Pr{Yp1|GrE 10, Y0}
S Pr{xn+2an+17 GZ+IZ+3’Yn+1}

= Z Z Pr{Gn+1}Pr{Dn+l,DnaGn+l}

Gn+1 Dn+1

X Mn+1(gztlz+2)ﬂn+l (Dn+1 5 talz+3)

(B.9)
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