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Many-to-One Encryption and Authentication Scheme and
Its Application
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Abstract: This paper is to study a subclass of group-oriented cryp-
tographic scheme: Many-to-one encryption and authentication
scheme. The many-to-one encryption and authentication scheme
is to solve a practical problem, i.e., the scenario that the number
of the receivers is very small compared with the number of the
senders and a receiver may serve millions of senders. Compared
with the traditional methods, the burdens of the receiver and the
KGC are reduced greatly. How to revoke a sender from his re-
ceiver’s legitimate sender group is also proposed and it is efficient
compared with some traditional methods. The proposed scheme is
proven in the random oracle models. The computational complex-
ity of our scheme is independent of the number of the senders. At
the end of the paper, an example is given to show how to use our
scheme in online software registration and update.

Index Terms: Authentication, dynainic accumulator, encryption,
group-oriented cryptography, identity, many-to-one, pairing.

I. INTRODUCTION

The concept of group-oriented cryptography was first intro-
duced by Desmedt in [1], and has been developed in [2]-[6]. It
has been developed to apply to distributed systems and has some
advantages over the traditional individual user-based schemes.
At first, two examples are given to show why we write this pa-
per.

Today how to filter spam emails is a hard problem. Unfortu-
nately, many spam emails (e.g., advertisements) are designed to
be filter-resistant. If some encryption scheme can help to filter
the spam emails, it would be very useful where confidential in-
formation is often communicated which needs to be encrypted.

How to publish softwares securely is another hard problem.
Some software companies provide build-in online registration
function to verify whether the software user used is genuine.
The online registration should be provided with confidentiality
and authentication to assure the information sent to the registra-
tion server is correct. The information may contain the serial
number published with the software, the parameters of user’s
hard disk and the medium access control (MAC) address etc.
After the verification is successful, the user can use the full ver-
sion software, otherwise the limited version. For example, in the
anti-virus softwares, only the full version software can down-
load the new virus database from the online update server.
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From above two examples we summarize as follows: 1) The
message sent to a server should be encrypted; 2) authentication
should also be provided to make the server know who the sender
is, that is, one sender cannot personate another; 3) compared
with the number of the senders, the number of the servers is
very small and each server serves millions of senders, we call
it many-to-one scenario; 4) only the ciphertext constructed by
a legitimate sender can be decrypted and verified successfully
by his server. For example, for an online registration server, the
softwares with the correct production serial numbers are its le-
gitimate senders, and for a secure email server, an email sender
who has the correct email address is its legitimate sender; 5) the
sender revocation should also be provided. Revoking a legiti-
mate sender does not affect the computational complexity of the
server and other senders.

In a general way, there are two methods to achieve it: 1)
Each legitimate sender shares a distinct key with the server;
2) any legitimate sender shares the same public key and the
server has the private key, and each legitimate sender has a dis-
tinct signature key to authenticate himself to the server. How-
ever, there are some disadvantages in the above two methods. In
the first method, the server has to keep too many secret keys
since the number of the legitimate senders is very large, and
it is a time costing operation to find the suitable key for de-
cryption, which makes the scheme less useful. In the second
method, the server has to keep too many keys for verifying the
signature. Someone may think that if an identity-based signa-
ture is used, the server does not keep any key for verification,
but how to revoke an identity is also a hard problem of identity-
based cryptosystem [7]. There are some other paradigms such
as certificate-based public key schemes [8] and certificateless
public key schemes [9], [10], etc., but we can claim that in this
many-to-one scenario, these schemes have some similar disad-
vantages as above. It is significant to propose a new paradigm
under this many-to-one scenario to over these disadvantages.

In this paper, we design a subclass of group-oriented scheme
called many-to-one encryption and authentication scheme for
this scenario. In the proposed paradigm, the server (i.e., the re-
ceiver) has unique key for decryption and authentication, com-
pared with the first method above, the key management of the
receiver becomes much simpler. Each legitimate sender has a
distinct key for constructing a ciphertext and a method to revoke
a legitimate sender is also employed, compared with the second
method above, the revocation is easy to achieve. Since that is-
suing encryption keys to the legitimate senders is a burdensome
work for a receiver, a key generation center (KGC) is employed
to setup the system and issue the encryption keys to the legiti-
mate senders. The receiver first needs to register information of
its private key to the KGC, and nominates its legitimate senders.
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Its private key cannot be extracted from these information by the
KGC. The task of the KGC is to verify the identities and issue
encryption keys to the legitimate senders. The encryption key
of each legitimate sender is distinct. After receiving the encryp-
tion keys, the legitimate senders can send ciphertexts to their
receiver. The receiver always uses its unique private key to de-
crypt and authenticate them. The identity which is unique for
each sender is also involved in authentication. The concept and
the signification of the identity is similar to that in the certifi-
cateless public key schemes. Note that a sender is legitimate for
one receiver, but may not be legitimate for another receiver.

In general, our many-to-one encryption and authentication
scheme should have the following properties:

+ Confidentiality: A ciphertext generated by a legitimate
sender can only be decrypted by his receiver.

o Soundness: Apart from the KGC, only the legitimate
senders can construct valid ciphertexts for their receiver.
The illegitimate senders can generate a valid ciphertext only
with negligible probability.

« Unique private key: Only one private key for decryption,
integrity verification and authentication is holden by a re-
ceiver. The advantage is to reduce the receiver’s burden of
key management.

o No key escrow: A valid ciphertext can only be decrypted
and authenticated by its receiver. A valid ciphertext means
a ciphertext constructed with the encryption key issued by
the KGC honestly.

« No public keys: Besides the system parameters, there are
no keys which have to be published in many-to-one scheme.
The advantage is that no public key directory is needed,
which can save the KGC’s storage and reduce its bur-
den. There may be parameters published for each receiver,
which does not increase the burden of the KGC very much
without publishing the senders’ information since com-
pared with the number of the senders the number of the
receivers is very small.

In the many-to-one scenario, how to revoke a legitimate
sender efficiently is a hard problem.There have been some meth-
ods to achieve it. In some systems, white list or black list is
used to filter the senders, but the time of matching the sender in-
creases with the length of the list. It is not practical if the number
of the senders is very large. The method to revoke a public key
certificate in the public key system can be also used in the sender
revocation problem, such as CRL (certificate revocation list),
OCSP (online certificate status protocol). CRL is a very ineffi-
cient proposal, which is similar as the black list. There are also
some refinements to this method, such as delta CRLs, but the
transmission costs and the infrastructural costs necessary to en-
able the transmission are still quite high. Another method can be
derived from OCSP, the KGC responds to a sender status query
by generating a fresh signature on the sender’s current status. It
increases transmission costs to a single signature per query, and
it also is susceptible to DoS attack. The subset covers model [11]
can be employed to solve the sender revocation problem but the
KGC should maintain a tree structure which will increase the
burden of the KGC. A method can be derived from “Novomodo"
proposed by Micali [12], [13] which has some advantages over
CRL and OCSP while in each period the KGC should compute
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a new hashing value for each unrevoked sender, if the number
of the unrevoked senders is large the computational cost of the
KGC in each period is also high even the computational com-
plexity of hashing is small.

In this paper, an easier method to provide sender revocation
is proposed. A sender who is revoked from the receiver’s group
cannot construct a valid ciphertext any more. The computational
complexity does not increase with the number of the senders. In
our method, revoking a receiver and his legitimate sender group
is also easy.

This paper is organized as follows: Some definitions and as-
sumptions are given in Section II. In Section III, the definition
and security models of many-to-one scheme are introduced. In
Section IV, the proposed scheme and its security are introduced.
How to revoke a legitimate sender is proposed in Section V and
in Section VI how to apply this scheme is proposed followed by
the last section to conclude our work.

II. PRELIMINARIES

In this section, we describe the concepts and definitions of
bilinear pairing and some assumptions.

A. Bilinear Pairing

Let G be an additive group of prime order p, F be a mul-
tiplicative group of the same order. Bilinear pairing is a map
é : G x § — F which satisfies the following properties:

« Bilinearity: Given any P, () € G and a,b € Z, we have

e(aP,bQ) = é(P,Q)* = é(abP, Q), etc.

« Non-Degeneracy: There exists a P € G such that é(P, P)#

1.

o Computability: é(P, Q) can be computed in polynomial

time.

Modified Weil pairing [14] is this kind of map, and it is em-
ployed in our proposed scheme. The existence of the bilinear
pairing has two implications as follows:

Menezes et al. [15] show that the discrete log problem in
group G is no harder than the discrete log problem in F. Let
P,Q € G, the discrete log problem in G is to find an element
a € Z}, such that Q@ = aP. Letg = é(P,P),and h = é(P,Q),
we can see that h = g® according to bilinearity of map €. Then,
by Non-degeneracy we know that g and h are the elements of
order p in group F. So we can reduce the discrete log problem
in G to the problem in F.

DDH (Decision Diffie-Hellman) problem is easy: DDH prob-
lem in G is easy. Given P,aP,bP,cP € G, we can check
whether or not it is true that ¢ = ab  (mod p) from é(P, cP) =
é(aP,bP). However, the CDH (Computational Diffie-Hellman)
problem, BDH (Bilinear Diffie-Hellman) problem and BDDH
(Bilinear Decision Diffie-Hellman) problem are still hard.

B. Assumption

Let G be a bilinear additive group of prime order p and F be
a multiplicative group of the same order. Let P be a generator
of G.

Definition 1 [Bilinear Decision Diffie-Hellman Problem
(BDDH) [16]]: Given a tuple (P,xP, yP,zP) € Gand T € F
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randomly as input, output b € {0, 1}. An algorithm B that out-
puts b € {0, 1} has advantage € in solving BDDH problem in G
if

|Pr(B (P,zP,yP, zP,é(P, P)*¥?) = 0] - Pr[ B (P,zP,yP,
zP,T) =0]| >

where the probability is over the random choice of z,y,z €
Z;, the random choice of 7’ € F, and the random bits of /3.

Assumption 1: We say that the BDDH assumption holds in
G if no polynomial time algorithm has advantage at least € in
solving BDDH problem in G.

Assumption 2[d-CAA (Collusion Attack Algorithm with d
traitors) [17] Assumption]: For an integer d, and s € Z;, ran-
domly, P € G, given (G, P, 5P, (hy, El?P), oy (B, ﬁP)),
where h; € Z; randomly and distinct for 1 < ¢ < d, computing
(h, 735 P) for some h € Z% but h ¢ {hy,..., hg} is hard.

III. MANY-TO-ONE ENCRYPTION AND
AUTHENTICATION SCHEME

In this section, we present a formal definition of the many-
to-one encryption and authentication scheme and the security
models.

A. Definition

Definition 2: A many-to-one encryption and authentication
scheme is specified by six algorithms.
Setup: This algorithm takes security parameter k as in-
put and returns the system parameters params and M K.
params includes a description of the message space M
and ciphertext space C. This algorithm is run by the KGC.
params are publicly and authentically available, and M K
is kept as the master key by the KGC.
Private-Key-Extract: This algorithm takes params and
a receiver’s identity /Dg as inputs, and returns a private
key SKs. SKg is used to decrypt and authenticate the
ciphertexts. Usually this algorithm is run by the receiver
himself.
Information-Extract: This algorithm takes params, a re-
ceiver’s private key SKg and his identity I Dg as inputs,
and returns the information Infog with respect to SKg.
This algorithm is run by the receiver and Infog is trans-
ported to the KGC over an authentic channel. SKg should
not be extracted from /n fog by the KGC and other per-
sons.
Encryption-Key-Extract: This algorithm takes params,
MK, Infos, an identity ID4 € {0,1}* of a legitimate
sender A, and his receiver’s identity I Dg € {0,1}*, as in-
puts. Itreturns the encryption key E K 4 s for the legitimate
sender. Usually this algorithm is run by the KGC and its
output is transported to A over a confidential and authentic
channel.
Encrypt: This algorithm takes params, FK4 s and a
message M € M as inputs. It returns a ciphertext C € C.
This algorithm is usually run by the legitimate sender A for
his receiver S.
Decrypt: This algorithm takes params, SKg, the sender’s
identity I D 4, his receiver’s identity I Dg and C € C as in-
puts. It returns a message M € M or a message indicating
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a decryption failure (if the ciphertext is not in the correct
form or not sent by a legitimate sender whose identity is
ID,). This algorithm is usually run by the receiver.

From above we say that the message M should result from ap-
plying algorithm Decrypt with params, SKg, ID s, and IDg
as inputs on a ciphertext C' generated by using algorithm En-
crypt with params, EK 4 g as inputs on the message M.

The identity in many-to-one scheme is only used for authen-
tication. Another feature is that only the receiver’s legitimate
senders can generate a valid ciphertext apart from the KGC. The
special issuing key process of the KGC is to achieve the confi-
dentiality, data integrity and authentication at one time since the
ciphertext is constructed with the encryption key which contains
the information with respect to the receiver’s private key and the
legitimate sender’s identity. To distinguish each receiver, we as-
sume that a receiver also has a unique identity.

B. Security Model

From the above definition, we can see that many-to-one en-
cryption and authentication scheme should satisfy confidential-
ity and authentication. In real attack, two types of adversaries
should be considered: an adversary equipped with the mas-
ter key tries to extract the plaintext from a ciphertext such as
an eavesdropping KGC, and an adversary who is not equipped
with the master key but may be equipped with a receiver’s pri-
vate key tries to forge a ciphertext pretended from an legitimate
sender to the receiver. In this section, we define adversaries for
such a scheme. The standard definition for security of a pub-
lic key encryption scheme involves indistinguishability of ci-
phertexts against an adaptive chosen ciphertext IND-CCA?2) at-
tacker. Two models are derived from it for many-to-one scheme:
the models for confidentiality and authentication respectively.
In these models, there are two parties, the adversary A and the
challenger C.

The following is a list of the actions that a general adversary
A against a many-to-one scheme may carry out.

Extract private key of a receiver S: C responds by run-
ning algorithm Private-Key-Extract to generate the pri-
vate key S K g of the receiver S.

Extract information of a receiver S’s private key: C re-
sponds by first running algorithm Private-Key-Extract to
generate the private key SKg and then running algorithm
Information-Extract to generate the information with re-
spectto SKg.

Extract encryption key of a sender A and his receiver S:
C responds by first running algorithm Private-Key-Extract
and Information-Extract to generate Infog with respect
to the receiver S and then running algorithm Encryption-
Key-Extract to generate the encryption key for the sender
A.

Encryption query for plaintext A/, the sender A and
his receiver S: C responds by first running algorithm
Encryption-Key-Extract to generate the encryption key
EK 4,5, and then running algorithm Encrypt on plaintext
M with EK A,S-

Decryption query for ciphertext C, the sender A and his
receiver S: C responds by running algorithm Private-Key-
Extract to obtain the private key SKg, then running algo-
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rithm Decrypt on ciphertext C' with SKg and the identity
ID4.

The first model is to consider the adversaries who are
equipped with the master key such as an eavesdropping KGC.
The goal of this type of adversary is to extract the plaintext from
a ciphertext.

Model 1: We say that a many-to-one encryption and au-
thentication scheme is secure against an adaptive chosen ci-
phertext attack if no polynomially bounded adversary .4 has a
non-negligible advantage against the challenger in the follow-
ing game:

o Setup: The challenger takes a security parameter k and
runs the algorithm Setup, and gives the resulting system
parameters params and master key M K to A.

« Phase 1: A issues a sequence of requests, each request be-
ing either private key extraction, information extraction, en-
cryption key extraction or decryption query. These queries
may be asked adaptively.

o Challenge: Once A decides that Phase 1 is over, it outputs
two equal length messages mg, m; € M for challenge with
a challenge identity pair (I D%, ID%), ID? is a sender A’s
identity and I DY is his receiver S’s identity. The challenger
picks a random bit 5 € {0, 1} and constructs ciphertext C*
on mg with the encryption key relative to A and S. C* is
output to A.

o Phase 2: A issues a second sequence of requests as in
Phase 1.

o Guess: Finally, 4 outputs a guess 3’ € {0, 1} and wins the

game if 5/ = S.
The probability of success Pr[3 = 3] to be computed over
all possible choices of mg, m1,C*. The advantage is de-
fined as € € [t 5 2} such that Pr[g = f'] > % + ¢ (The
scheme is said to be secure if it is impossible to get a non-
negligible positive advantage ¢).

In this model, there are some restrictions: I DY should not be
queried to extract its private key. The ciphertext C* should not
be queried to decryption query with the identities (/ D7, ID%).

We also consider the adversaries who are not equipped with
the master key, but may be equipped with a receiver’s private
key, want to forge the ciphertexts pretended from a legitimate
sender to his receiver. The model is as follows:

Model 2: We say that a many-to-one scheme is secure against
an adaptive chosen message attack if no polynomially bounded
adversary .4 has a non-negligible advantage against the chal-
lenger in the following game:

o Setup: The challenger takes a security parameter & and
runs the algorithm Setup, and gives the resulting system
parameters params to A. The master key M K is kept se-
cretly.

o Queries: A issues a sequence of requests, each request
being either private key extraction, information extraction,
encryption key extraction, encryption query or decryption
query. These queries may be asked adaptively.

« Challenge: Once A decides that Queries phase is over, it
outputs a new ciphertext C* whose sender’s identity is I.D*%
and receiver’s identity is /D%. A wins the game if C* is a
valid ciphertext.

There are also some restrictions: (ID%, ID%) should not be
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queried to extract encryption key, (C*, D%, 1D%) should not
be queried to decryption query and (M*, I D%, I D) should not
be queried to the encryption query, where M * is the plaintext of
C*. In this model, A can query the private key of ID§. It is to
model that even with a receiver’s private key, without the master
key, the adversaries cannot forge the ciphertexts for this receiver.

IV. PROPOSED SCHEME

In this section, we construct a many-to-one encryption and
authentication scheme, which we call MTO. How to employ
the sender revocation method in MTO is proposed in the next
section. We let k be a security parameter given to the Setup
algorithm. The algorithms are as follows:

o Setup: With the input &, this algorithm runs as follows:

1. Generate a cyclic group (G, +) of prime order p and an-
other cyclic group (F, -) of the same order and the pair-
ingé:GxgG— F.

2. Choose an arbitrary generator P € G.

Pick s € Z7 randomly and set Fy = sP.

4. Choose cryptographic hash functions H : {0,1}* —
{0,1}", Hy : {0,1}* — Z3, Hy : G x{0,1}" — Z3,
Hj3:{0,1}* — Z% and Hy : {0,1}* — G.

The system parameters are params = (G, F,é,n, P, Py, H

H,, Hy, Hs, Hy), and the master key M K = s. The mes-

sage space is M = {0, 1}" and the ciphertext space is

C =G x Gx {0,1}", where 5 is negligible.

o Private-Key-Extract: Th1s aIgonthm takes as input
params and a receiver’s identity I Dg, and carries out the
following steps to construct the receiver’s private key:
Select a, b € Z;, randomly and output SKg = (a, b)

 Information-Extract: This algorithm takes as input
params, a receiver’s identity /Dg and his private key

S K g, and performs the following steps:

Let SKs = (a,b) and output Infog = é(aQs, bP), where

Qs = H4(IDg).

+ Encryption-Key-Extract: This algorithm takes as input
params, the master key MK = s, Infog, a legitimate
sender’s identity I.D 4 and his receiver’s identity I Dg, and
performs as follows:

L. Compute Qs = H4(IDg) and y = Hs(Infog,ID4).

2. Set EK, = m@s and EK, = Info}.

3. Output EK 4 ¢ = (EK;, EK>).

» Encrypt: This algorithm takes as input params, EK 4 s
and M € M, performs the following steps:

I Let EKas = (EK;, EK?) and pick vy € Z3 ran-
domly.

2. Compute ¢ = r; P andr = Hy(c, M).

3. Compute v = (r +r)EK; andv = M @ H(EKY).

4. OQutput C = (e, u,v) as the ciphertext.

» Decrypt: This algorithm takes params, the private key
SKsg, the sender’s identity ID 4, his receiver’s identity
IDg and the ciphertext C = (c,u,v), carries out as fol-
lows:

1. Let SKs = (a,b), compute Qs = Hy(IDg) and v =
Hg(IﬂfOs,IDA)

&(u,aby(Hy(ID4) P+Pyp))

é(c,abyQs)

b

, and then M’ =

2. Compute o =
v&® H(a).
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If o = Inf ogHz(c’M ) output M’ as result, otherwise re-
ject it as an invalid ciphertext.
The correctness can be easily checked:

o é(u,ab7SH1(IDA)P+P0))

B é(c,abyQs)

é((r+r1)EK1,aby(H1(ID4) P+ Fy))
é(r1P,abyQs)

é(ﬁﬁmQSaab’Y(Hl(IDA)-i—s)P)
é(rl P,ab'yQS)

é(Qs, P)r*™

Infol

EKID

and Infos = é(aQg, bP) can be pre-computed before receiv-
ing any ciphertext from the legitimate senders.

A. Security

Lemma 1: Let hash functions H, Hy, Hy, H3, and H4 be ran-
dom oracles. Suppose that there is no polynomially bounded al-
gorithm that can solve BDDH assumption. Then the proposed
scheme is IND-CCAZ2 secure.

Proof: Suppose that there is an algorithm .A can break the pro-
posed scheme in polynomial (in k) time ¢(k) with non-negligible
advantage Adv(k), then we can construct an algorithm B to
break BDDH problem in polynomial (in k) time ¢’ (k) with non-
negligible advantage Adv’(k). Any identity pair (ID 4,1 Dg) in
the proof means that 1 D 4 is the sender’s identity and I Dy is his
receiver’s identity. a

There is a challenger for BDDH problem by publishing pa-
rameters (G, F, P,zP,yP,zP, é) and T € F. B’s task is to
answer 1 if é(P, P)*¥* = T or 0 if é(P, P)*¥* # T by calling
A as a routine. B interacts with A as follows:

Setup: B constructs the parameters for the proposed scheme
as follows:

Let integer I > 1. B picks s € Z5 randomly
as the master key and set P, sP and sends (G,F,
é,n, P, Py, H, Hy, Hy, H3, H,) to A as the system parameters,
where H,H,,H5, H3 and H, are controlled by B as random or-
acles. The lists H-list, Hy-list, Ho-list, H3-list and H4-list are
maintained by B for answering these oracle queries made by A.
They are initialized as empty. s is also sent to 4.

Phase 1: At any time, A can make the following queries to

B:

o H-query: Asends a to B for query H (). If there has been
an item [« k] in list H-list, B returns h to A; Otherwise, B
picks a random h € {0,1}", stores [c, h] into H-list and
outputs h to A as the answer.

e Hi-query: A sends ID to B for query Hy(ID). B does as
follows:

If there has been an item [I D, h4] in list Hy-list, BB returns
h1 to A; Otherwise, B picks a random h; € Z;, stores
[ID, hy] into Hy-list and outputs k4 to A as the answer.

o Hj-query: A sends (c, M) to B for query Ha(c, M). If
there has been an item [c, M, 7] in list Ha-list, B returns 7
to A; Otherwise, B picks a random 7 € Z?, stores [c, M, 7]
into f5-list and outputs r to A4 as the answer.

o Hj-query: Asends (Info, D) to Bforquery H3(Info, ID).

If there has been an item [In fo, ID,~] in list Hs-list, B re-
turns v to A; Otherwise, B picks a random v € Z%, stores
[Info,1D,~]into Hs-list and outputs ~ to A as the answer.
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e Hy-query: A sends ID to B for query Hy(ID). If ID is
I-th distinct query, let ID; = ID. If there has been an
item {ID, 8] in list Hy-list, B returns 6 P to A; Otherwise,
B picks a random 6 € Z%, stores [ID, 6] into Hy-list and
outputs § P to A as the answer.

o Private Key Extraction: A sends an identity / Dg to B for
its private key, I3 answers it as follows:

1. If IDg = I Dy, abort with failure.

2. Otherwise, perform as follows:

If IDg has not been queried, pick a,b € Z7 randomly
and send them to A as the answer; otherwise, return the
private key which has been generated with respect to
IDg to A as the answer.

» Information Extraction: If 4 wants to extract the infor-
mation with respect to a receiver’s private key, whose iden-
tity is [ Dg, B does as follows:

If IDg = IDy, output Infog = é(xH4(IDj),yP). Oth-

erwise, call Private Key Extraction with input 7 D to ob-

tain the private key SKg = (a,b) and output Infog =
é(aH4(IDg),bP).

+ Encryption Key Extraction: A sends an identity pair
(IDa,IDg) to B for its encryption key. B answers it as
follows:

1. Obtain In fog by calling Information Extraction with

input I Dg.

2. Compute Qs = H4(IDg) andy = H3(Infos,ID,)

3. Compute EK; = mQS and EK, = Info].

4. Output EK 4 5 = (EK,, EK>)

« Decryption query: 4 sends ciphertext C = (¢, u,v) with
identity pair (/D 4,/ Dg) to B. BB performs as follows:

\. If IDg = IDj, perform as follows: Obtain Infoy by
calling Information Extraction with I Dy as input and v
by computing Hz(Infor,ID 4). If there exist [, h] in
H-listand [¢/, M, r] in Hy-list, and they satisfy:

c=d,a=Info]"and M = h@v.

output M as answer. Otherwise, reject C' as an invalid

ciphertext.

If IDg # 1Dy, call Private Key Extraction to obtain the

private key of IDg and then call Decrypt algorithm to

decrypt C.

Challenge: A sends two equal length messages My, M7 and
a challenge identity pair (1.D?%, 1D¥) to B for challenge. If I D;
has been assigned but I.D% # Dy, B aborts with failure. Oth-
erwise, I3 computes as follows:

1. If 1Dy has not been assigned, then let I Dy = I Dz.

2. Pick 8 € {0,1} and r; € Z} randomly, where (r1 P, Mg)

has not been queried to Hs query.

Obtain ¢ from Hy-list by computing H4(ID;) and Info;

by computing Information Extraction with input Dy,

and then compute v = Hz(Infor, ID%).

. Compute ¢* = m P, u* = W(GZP + 7160 P) and
v* = Mg & H(T?)

5. Output C* = (c¢*, u*, v*) as the challenge ciphertext.

It is clear that

3.

ut = ——H1(1§2)+S(QZP+T19P)
Z+7T

Hi(ID%)+s Qr
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= (Z + ?"1)EK1
and if T = é(P, P)*Y*, we have

vt = Mge H(T)
= My H(EP,yP)™)
= Mg® H(Info}")
= My® H(EKZ)

where EK 41 = (EK;, EK3) is the encryption key with re-
spectto (I D%, IDy) and we define z = Ha(c*, M) implicitly,
so C* is a valid ciphertext if T = é( P, P)*¥%,

Phase 2: A can make any queries as in Phase 1 after receiv-
ing C*. The restriction is that ID; should not be queried to
extract its private key. The ciphertext C* should not be queried
to decryption query with the identity pair (D%, IDy).

Guess: Atthe end of the game, A outputs a guess 5’ € {0, 1}.
If 3 = B3, B outputs 1 meaning 7" = é(P, P)*¥?. Otherwise, it
outputs 0 meaning T # é( P, P)*¥%,

It is clear that the time #(k) is polynomial (in k) since the
number of A’s queries and the time of B’s answers are all poly-
nomial (in k). As long as (c¢*, Mg) does not get queried to
H, query, ID; does not get queried to Private Key Extrac-
tion query in Phase 1 and /D% = ID;, the simulation is per-

2" —qu
fect. The advantage Adv'(k) > Aduv(k) x W

non-negligible since Adv(k) is non-negligible, where ¢y, is the
number of H; oracle queries and gy, is the number of H, oracle
queries.

Lemma 2: Let hash functions H, Hy, H, Hy and H,4 be ran-
dom oracles. Suppose that there is no polynomially bounded
algorithm that can solve d-CAA assumption. Then the proposed
scheme is secure against adaptive chosen message attack.
Proof: Suppose that there is an algorithm A which can forge a
ciphertext in polynomial (in k) time ¢(k) with non-negligible
advantage Adv(k), then we can construct an algorithm B to
break d-CAA assumption in polynomial time #'(k) with non-
negligible advantage Adv' (k). i

There is a challenger for d-CAA assumption. At first the
parameters (G, F, P,sP, (hi, ﬁP), ooy (ha, ﬁP)) and
h ¢ {h1,---, hq} are generated by the challenger and published
to B. s is kept by the challenger secretly. We assume that d is
bigger than the number of H; queries, which does not affect the
correctness of the proof. B interacts with A as follows:

Setup: B constructs the system parameters for the proposed
scheme as follows:

Let integer / > 1. B publishes (G, F, é,n,P,Py =
sP,H, H., Hy, H3, Hy) as the system parameters to .4, where
H,Hy,H3 and H, are controlled by B as in the proof of
Lemma 1. H; is also controlled by B with list Hy-list which
is initially empty.

Queries: At any time of the game, .4 can make following
queries to BB:

e H,Hy,H3, and Hy are answered as in the proof of

Lemma 1.
o Hi-query: Asends ID to B for query Hy(ID). B does as
follows:
1. If ID is Ith distinct query, let I D7
output h as the answer.
2. Otherwise, perform as follows:

which is

= ID, and then
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If there has been an item [ID, k'] in list H;-list, BB re-
turns A’ to A; Otherwise, B picks &’ € {hy,...,hq}
randomly, where there has not been an item [-, k'] in H; -
list, stores [I D, h'] into H,-list and outputs h’ to A as
the answer.

o Private Key Extraction: A sends an identity I Dg to I3 for
its private key, B answers it as follows:

If I.Dg has not been queried, pick a,b € Z; randomly and

send them to .4 as the answer; Otherwise, return the private

key which has been generated with respect to I Dg to A as
the answer.

« Information Extraction: If .4 wants to extract the infor-
mation with respect to a receiver’s private key, whose iden-
tity is I Dg, BB does as follows:

Call Private Key Extraction with input /Dg to obtain

the private key SKg = (a,b) and output Infos =

é(aH4(IDg),bP).

e Encryption Key Extraction: .4 sends an identity pair
(ID4,IDg) to B forits encryptionkey. If ID4 = ID?, B
aborts with failure. Otherwise, B answers it as follows:

1. Obtain 6 from Hy-list by computing H4(IDg) and
Infog by calling Information Extraction with input
IDg.

2. Obtain h; by calling H; query with input /D 4, and get

R =+ +SP from the pair (h;, h—i—sP) according to h;.

3. Set EK; = R and EK, = Infol>(mfes:1D4)
4. Output EK 4.5 = (EK1, EK3)

« Encryption query: A sends plaintext M and an identity
pair (ID4,IDg) to B for its ciphertext. If ID4 = ID}, B
does as follows:

1. Pick z,r € Z7 randomly.

2. Obtain In fog by calling Information Extraction with
IDg as input. Compute v = Hz(Infog,ID4) and get
6 from H,-list by computing Hy(I Dg).

3. Compute ¢ = 8~ 'z(hP + Py) — rP and store [c, M, r]
into Hoy-list.

4. Output C' = (c,u,v) = (c,xP, M &H(Infog')) as the
answer.

It is clear that suppose that ¢ = r; P, we have u =

%HAIDS).

If ID4 # ID7, B constructs the ciphertext with the en-
cryption key computed by calling Encryption Key Extrac-
tion with the input (ID 4, IDg).

¢ Decryption query: A sends ciphertext C' = (¢, u, v) with

identity pair (I D 4, Dg) to BB. BB calls Private Key Extrac-
tion to obtain the private key of I Dg and then calls Decrypt
algorithm to decrypt C.

Challenge: At the end of the game, .4 forges a new cipher-
text C* = (c*,u*,v*) with an identity pair (ID%,ID%). If
ID7 has been assigned but I.D% # ID7, B aborts with failure.
Otherwise, 18 does as follows:

1. If I D7 has not been assigned, let 1D} = ID%,.

2. Obtain 0 by computing Hy(ID}).

3. Obtain Infof by calling Information Extraction with

ID% as input and v = Hsz(Infog, ID7). If there exist
[, '] in H-list and [c¢*, M*, 7] in Ho-list, and they satisfy:
M*=h ®v*anda = Infog'"

thenlet vy = r and 67 = 6.
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In the above simulation, there are also some restrictions:
(ID3,1D%) should not be queried to Encryption Key Extrac-
tion, (M*,ID7,1DY%) should not be queried to Encryption
query and (C*,1D%,1DY%) should not be queried to Decryp-
tion query.

B empties all its lists and plays the above game with .4 again,
and then at the end of the game, B gets new values 75 and 65
from A’s challenge ciphertext C'™* = (¢*,u*,v'*). If ¢* = ¢*,
Boutputs Y = (r; —r3)~ (8 'u* — 65 u*) as the answer
for the challenger. Otherwise, B8 aborts with failure.

With the fork theorem, it is clear that if ¢* = c,*, the random-
ness used in the two challenge ciphertexts are equal. We have

* 7‘1*+7‘1 * ‘v _ ToHT1 gk 1
u'= G 50iPandu” = 4205 P, and then Y = 7 P.

As long as 1D} = IDj, 1D} does not get queried to En-
cryption Key Extraction query as the sender part, and ¢* = ¢ *,
then the simulation is perfect. The time ¢'(k) is polynomial (in

k) and advantage Adv' (k) > \/ﬁqm x Adv(k) which is non-

negligible since Adv(k) is non-negligible.

V. SENDER REVOCATION

In this section, we introduce our method of revoking a legit-
imate sender. The dynamic accumulator is employed [18]. At
first, we introduce the concept of Strong RSA assumption and
the dynamic accumulator followed by our revocation method.

A. Strong RSA Assumption

Fujisaki and Okamoto proposed a variation of the well-known
RSA assumption: the so-called strong RSA assumption. Let k
be a security parameter and let G(k) denote the set of groups
whose order has length k and consists of two prime factors of
length ’“2;2

Definition 3[Strong RSA Problem]: Given G and z € G/
{£1}, find a pair (4,€e) € G x Z such that 4®* = z and e > 1.

Let K denote a key-generator that on input 1 outputs a G €
G(k)anda z € G/{£1}.

Assumption 3[Strong RSA Assumption]: There exists a pro-
babilistic algorithm K such that for all probabilistic polynomial-
time algorithms A, all polynomials p(-), all sufficiently large &

Priz=a°Nne>1:(G,z) = K(1¥), (i, ¢e) := A(G, 2)] <
ZG]

In an implementation of the key-generator K, where G is cho-
sen to be Z% and N is an RSA modulus, the parameter z should
not be chosen as a power in Z.

B. Dynamic Accumulator

The dynamic accumulator is first presented in [18] which is
derived from the construction due to Bari¢ and Pfitzmann [19].
The differences from [19] are that 1) the domain of the accumu-
lated values consists of prime numbers only; 2) a method is pre-
sented for deleting values from the accumulator, i.e., a method
constructing a dynamic accumulator; 3) the authors give effi-
cient algorithms for deleting a user and updating a witness. The
construction of the dynamic accumulator is as follows:

1. Fy is the family of functions that correspond to exponenti-
ating modulo safe-prime products drawn from the integers
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of length k. Xy is the set of the primes which are accu-
mulated and suppose that X'y = {z1,...,2,}. Choosing
f € F) amounts to choosing a random modulus N = 5§
of length k, where p = 2p' + 1,3 = 2¢' + 1 (k is security
parameter) and p, p’, g, ¢’ are all primes.

2. Denote f(ii,z) = 4* (mod N), where the value x €
Xk, 4 € QRy and @ # 1. Note that f(f(@,x1),22) =
4"*2  (mod N).

3. Update of the accumulator value. Denote ¥’ as the new
accumulator value when a prime is added or deleted from
the accumulator value . Adding a prime z ¢ X to the
accumulator value ¢ can be done as ¥/ = f(0,z) = ¥*
(mod N)and X, is updated as X' | J{z}. Deleting a value
z € X} from the accumulator value is as follows. ¥/ =
D(($,§),0,z) = o (mod 3=1)(@-1) (mod N), and
X'k 1s updated as X\ {z}.

4. Update of witness: Denote @' as the new witness when the
witness & € Q@ Ry is updated. Updating the witness % after
z ¢ X} has been added can be done by @' = f(4,x)
2* (mod N). Incase, z # ¢ (@* = ¥ (mod N)) has

U
been deleted from the accumulator, the witness @ can be
updated as follows: By the extended GCD algorithm, one
can compute the integers a, b such that a& + bz = 1 and
then @ = @°9'% (¥ is the new accumulator value). Let us
verify that f(@/,2) =@ % (mod N) = o
(ab,ﬁ’a)i _ ((abﬁ’a)iw)z_l _ ((ai)bz(ﬁ’x)ai)z
(FPrped)= = 5 (mod N).

As Mentioned in [18], adding or deleting several values at
once can be done simply by letting & be the product of the added
or deleted values. This also holds with respect to updating the
witness, More precisely, let 7, be the product of the z’s to add to
and 74 be the ones to delete from the accumulator value ©. Then,
the new accumulator value & = §7e™a (mod (p—1)(g—1))
(mod N). If 4 was the witness that z was contained in ¥ and z
was not removed from the accumulator, i.e., z cannot divide 7g,
then &' = @*™=%' (mod N) is a witness that z is contained in
¥/, where a and b satisfy az + brg = 1 and are computed using
the extended GCD algorithm.

The following lemma and its proof are given in {18}:

Lemma 3: Under the strong RSA assumption, the above con-
struction is a secure dynamic accumulator.

-1

C. Our Method

A many-to-one encryption and authentication scheme with
sender revocation is proposed in this subsection by extending
MTO with the dynamic accumulator. The algorithms Private-
Key-Extract and Information-Extract are the same as those in
MTO. The KGC performs as follows:

« Setup: In addition to setting up the system parameters
paramsMTO and the master key M K of MTO, the KGC
creates the public modulus N = 5§ for the accumula-
tor, where p and § are two safe primes with the security
parameter k, chooses 4 € QRy and § € ZZ(N) ran-
domly. Two hash functions Hs : {0,1}*— {0,1}* and
Hg : {0,1}* — {0, 1}* are also chosen.

For a sender A, the KGC chooses unique prime z 4 € ZZ(N)
randomly as his secret value.
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For a receiver S the KGC compute 95 = @*1%2%

(mod N) and \g¢ = @5 (mod N), where z; is the re-
ceiver’s legitimate sender’s secret value and [ > 1. For
the receiver .S, the KGC also sets up (empty for now) pub-
lic archives E%%¢ for storing the secret values that corre-
spond to added S’s legitimate senders and Egelete for stor-
ing the secret values that correspond to deleted S’s legiti-
mate senders.

params = (paramsMTO,N, Hj, Hg) are published as
the system public parameters, and (M K, p, G, §) are kept
as the system master key, @ is also kept secretly. {Ug, As}
is also published as the receiver S’s parameter and can be
changed during the running of the system. Since the num-
ber of the receivers is very small, managing these parame-
ters does not increase the burden of the KGC very much.

» Encryption-Key-Extract: The KGC computes as in MTO
and gets the encryption key (EK;, EK5) for a sender A
whose receiver is .S, and then computes as follows:
Suppose that S’s information is Infos and -y is computed
as in MTO.

1. Pick a distinct prime x4 € {z1,..., 3}
-1

2. Compute iy = 0g* (mod N). Itis clear that i =
%% (mod N).

3. Choose a random value r € Z;(N) and compute 74 =
wa(r+ Hs(Info}ID4)) (mod ¢(N)).

4. Compute wyq =r + §Hg(na) {(mod ¢(N)).

5. Output EK4 5 = (EKy,EKs,24) and PUB4 g =
(ta,n4,wa). EK4,s is the encryption key. PUB4 g
is an identity verification certificate which is not kept
secretly, and it acts as a part of the ciphertext actually.

« Join: If a new legitimate sender is added to the group of
the receiver S, and his secret value is the prime #, the

KGC chooses a randomness r € Z} and adds 6 = &

(mod $(N)) to E%4, at the same time 75 and g are up-
dated as 3§ (mod N)and AY (mod N) respectively.

o Revoke: When a legitimate sender is revoked from the
group of the receiver S, and his secret vatue is the prime
#, the KGC adds # to Edelete, at the same time 95 and \s
are updated as {)g_l (mod N) and )\%_1 (mod N) re-

spectively.

The archives E¢4 and Eg®t® are not part of any pub-

lic key, i.e., the receiver is not required to read them for

any verification purposes. An entry in the archive is called

"new" if it was entered after the last time a sender whose

secret value is z 4 performed an update on % 4. The sender

A can update @ 4 as follows:

1. Let y denote the old value of % 4.

2. Forallnew §; € E3%, 4 = yl1% (mod N).

3. Forallnew ; € E2°®® if z 4 # 3, the sender himself

can update % 4 as follows:

There exist two integers a and bsuch thatax 4 +b[[2; = 1

since z 4 and [ [£; are co-prime each other. The sender can

compute 44 = (y°0%) (mod N). It is clear that is =

@%* (mod N) according to section V.

From section V, the sender who has #; € Eg¢¢*¢ cannot

update his ;.

Suppose that a sender’s encryption key is EK4 5
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(EK1,EK3,x4) and identity verification certificate is
PUByj s = (Tia, n4,wa). After updating his @ 4, he con-
structs a ciphertext to his receiver by running the following
algorithm:

« Encrypt: The sender first constructs (c,u,v) with
(EK,, EK3) as in the algorithm Encrypt of MTO, and
then outputs C' = (¢, u, v, %a,n4,w4) as the ciphertext.
After receiving a ciphertext C' = (¢, u, v, ig, 14, wa) from
a sender A, the receiver S verifies and decrypts it by run-
ning the following algorithm:

o Decrypt:
1. Check 4 # Ug, g # As and ng > 1, and then com-
anA
pute o = (mod N).

_Hs(Infol|ID4)
bl S

s
2. Check whether o AI;G(“) =944 (mod N).

If all checks are successful, the sender is not revoked, and
then the receiver decrypts (¢, u, v) as in the algorithm Decrypt
of MTO. Otherwise, reject the ciphertext as an invalid one.

Indeed, we have

a7A ﬁr+H5(X-nfog,HXDA)
L A — Ys N
a = ~Hf,(mfoz,||IDA) - ~H5(Infog||IDA) = Vg -(mOd N)
Vs Vs
and
H p ~§H, ~
al}\SG(nA) = Ty 6(na) _ 724 (mod N).

From the attributes of the dynamic accumulator, it is clear
that if a sender is revoked, i.e. his secret prime z; is added into
the archive E¢¢/®%, the check will not be successful, because he
cannot update his w;.

To revoke a receiver S, the KGC only removes his parame-
ters {Ug, As} and the archives (E444, EZ¢t¢). The senders can
know that the receiver S is revoked by visiting his archives and
finding that they are removed.

It is clear that to verify a sender status, the receiver does not
ask the KGC and only checks the identity verification certificate
sent with the ciphertext. To add or revoke a sender, the KGC
only changes the receiver’s parameters and his archives and no
online computation has to be provided by the KGC. The compu-
tational complexity is very lower than the other methods. Actu-
ally the computational cost is distributed to each sender, which
reduces the burdens of the KGC and the receivers.

D. Security Analysis

Lemma 4: Let hash functions H, Hy, ..., Hg be random or-
acles. Suppose that there is no polynomially bounded algorithm
that can solve the BDDH problem, then the accumulator added
scheme is IND-CCAZ2 secure.

Proof: The proof is similar to that of Lemma 1. In the setup
phase, besides the parameters of MTO, B generates the para-
meters (P, ¢, 4, $, Hs, Hg) for the dynamic accumulator. With
. §,4, 8, Hs, Hg), B can easily answer the queries which the
dynamic accumulator is involved in. In the challenge phase, it
is easy to construct the challenge ciphertext C* = (c*, u*, v*,
¥, n*, w*), where (c*,u* v*) are constructed as in the chal-
lenge phase of Lemma 1 and (@*, n*, w*) are constructed with
(P, 4,4, 8, Hs, Hg) (adding or deleting a member is easy with
these parameters). The guess phase is the same as in Lemma 1
since (%%, 7*, w*) have nothing to do with the challenge plain-
texts. The advantage remains the same as thatin Lemma 1. O
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From the above we see that the accumulator does not reduce
the confidentiality of the scheme. More precisely, we have

Lemma 5: Let hash functions H, Hy, - - -, Hg be random or-

acles. Suppose that there is no polynomially bounded algorithm
that can solve the d-C'AA problem and the Strong RSA prob-
lem, and the dynamic accumulator is secure, then the accumu-
lator added scheme is secure against adaptive chosen message
attack.
Proof: At first, BB picks a random bit b € {0,1}. 1) If b = 0,
Given the parameters of d-CAA problem, B generates para-
meters (P, q, 4, S, Hy, Hg) for the dynamic accumulator, and
then performs as in Lemma 2 (the outputs of each queries re-
lated to the dynamic accumulator can be easily constructed
since (B, 4, 4, §, Hs, Hg) are known). If (¢*, u*, v*) in the chal-
lenge ciphertext (¢*, u*, v*, &*, n*, w*) satisfies the restrictions
of the Model 1, B performs and outputs as in Lemma 2; other-
wise, B aborts with failure. 2) If b = 1, Given the parameters
(N,2 € QRy) of the Strong RSA problem, B picks a dis-
tinct prime z. Let &« = 2 (mod N), and for each receiver
S, let 55 = all= (mod N) and Ag = Al (mod N),
where {z;} are the secret values with respect to S. In this case,
§=1x"1 (mod ¢(V)) implicitly. B generates the parameters
of d-CAA problem, then constructs and publishes the parame-
ters of the system, and then answers the queries as in Lemma 2.
Additionally, to answer a distinct Hg query, B picks 4 ran-
domly and outputs z64 as the answer (it is easy to see that
3Hg(na) = 04 under the modulus ¢(N)). To answer a dis-
tinct Encryption Key Extraction query, B picks w4 randomly
and computes 74 = za(wa — 04 + Hs(Infol)). Adding or
deleting a member is also easy with the system parameters. Sup-
pose that the forged ciphertext is (¢*, u*, v*, 4*, n*,w*), where
n",w* € Ly (0" is odd since ¢(N) = 4p’q’) and the chal-
lenge receiver is S. If there exists z; ({x;} are the secret val-
ues with respect to S) such that 4** = g (mod N), where
1 < ¢ <[, then abort with failure; otherwise, performs as fol-
lows: compute t = w* + Hs(Infol||ID4) — §He(n*) (we
have @*"" = &% (mod N)). Since n* and ¢ are two integers,
let d = ged(n*,tz [ z;) (dis also odd). If ged(d, §(N)) # 1,
then d = p’, ¢’ or p’¢’ and B can easily construct a forgery for
the Strong RSA problem; otherwise (ged(d, #(N)) = 1), per-
form as follows:

Compute 7j = Zfi: and £ = te] e 7 % (we have @*7 = 2t
(mod N)). If 7 = 1, abort with failure; else if £ = 1, out-
put (z*,7) as the forgery for the Strong RSA problem; other-
wise, compute two integers a and & such that a7} + ot = 1, let

i**2%  (mod N), and output (y,7) as the forgery. In-

y = u*bz
deed, we have y = (4**2%)7 = 2z (mod N). The advantage

Adv' (k) > 7‘1_“;112?1_ x Adv(k) is non-negligible since Adv(k)
1
is non-negligible (Adv(k) is the same as in Lemma 2). O

VI. APPLICATIONS

In this section, as an example, how to employ the proposed
scheme in online software registration and update is introduced.
At first, the software company setups the system. A private key
is distributed to the online server and two archives £%%¢ and
Edelete are also constructed which is initially empty. Each copy
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of the software has a distinct product serial number which is
used as its identity. The software is published with its encryp-
tion key and identity verification certificate. The encryption key
can be stored in a read-only equipment such as smart card. The
identity verification certificate and the software are stored in a
CD-ROM since this certificate needs not be kept secretly.

After the software is installed in the user’s computer, the on-
line registration function is activated to ask the user input his
personal information. The personal information and the para-
meters of the computer such as hard disk parameters and MAC
address are encrypted with its encryption key. The software vis-
its the archives £ and E9!¢t¢ to update its identity verifi-
cation certificate, and sends the encrypted information, the up-
dated identity verification certificate and the product serial num-
ber to the online server. If the verification of the ciphertext (in-
cluding the verification of the identity verification certificate) is
successful, these information is stored into the database for fur-
ther service, and then the full version can be used by the user.

For a full version software, to update its data, it does as fol-
lows:

1. Visit the archives E24¢ and E¢*e, If there are new en-
tries, it updates its identity verification certificate.

2. A ciphertext (including the product serial number and the
changed identity verification certificate) on a random tem-
porary key is sent to the server.

After receiving the ciphertext, the server performs as follows:

1. It verifies the identity verification certificate. If the veri-
fication is successful, the software has not been revoked.
Otherwise, reject the ciphertext as an invalid one.

2. Decrypt the ciphertext with its private key. If the decryption
is successful, that is, the ciphertext is sent by its legitimate
copy of the software and it is not tampered, the new data can
be downloaded by the software with the protection of the
temporary key. Otherwise, the server rejects the ciphertext
as an invalid one.

To expedite the decryption, the server can store his parameters
(9, A) to the cache. If there are no new entries in the archives,
it decrypt the ciphertext with its cached parameters. Otherwise
with the new parameters.

When a new copy of software is published, the company
should change the server’s parameters (¥, A\) and add its ran-
domized secret prime J to the server’s archive £2%¢. If a copy of
software is revoked, the company should change the server’s pa-
rameters (¥, A) and add its prime to the server’s archive Edelete,
It is clear that adding or revoking a copy of software is very
easy, which does not increase the burden of the company and
the server very much.

VII. CONCLUSIONS

In this paper, a new paradigm, many-to-one encryption and
authentication scheme is introduced. The goal of this scheme
is to reduce the burden of key management of a receiver and
the computational complexity of a sender when confidential-
ity, integrity and authentication should be provided under the
many-to-one scenario, that is, compared with the number of the
senders, the number of the receivers is very small and each re-
ceiver may serve many senders such as the servers for online
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software registration and update. The concept, definition and se-
curity models are given and a method of revoking the legitimate
senders is also proposed for the many-to-one scheme.
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