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요     약

결함 지역화는 찰된 결함의 근본 원인을 자동 인식 하는 것이 가능하기 때문에 규모가 큰 분산시스템에서 요 역할 수행하며 시스템의 

신뢰성 개선을 해 시스템의 리와 제어가 가능한 자가 리를 지원한다. 결함 지역화를 지원하는 기존 연구들은 유비쿼터스 환경에서 베이

지안 네트워크와 같은 인공지능 기술들을 주로 사용하여 진단과 측 기능  하나만을 고려하고 있다. 따라서, 본 논문에서는 시스템의 신뢰

성 개선을 해 실시간 시스템 성능 스트림에 한 학습을 통해 자가 리를 한 확률  의존 분석을 기반으로 하는 결함 지역화 방법을 제안

하여 진단과 측기능을 동시 제공한다. 학습 방법으로 베이지안 네트워크 알고리즘을 사용하여 각종 련된 요소들을 연결함으로써 네트워크

를 생성하고 확률  의존 계를 통해 귀납 과 연역  추론기능을 제공한다. 베이지안 네트워크의 구성은 노드들간의 연 성을 찾아내는 것이 

요하기 때문에 그것을 구성하는 인자의 개수가 많은 경우 노드 순서 리스트를 추출하는 사 처리 과정이 필요하다. 따라서 체 모델링 로

세스에 한 개선이 요구된다. 이러한 문제를 해결하기 해 발생한 문제와 련성이 높은 노드 순서 리스트를 추출하는 방법을 제공한다. 구

조 학습을 지원 하는 사 처리 방법을 통해 다양한 문제 역에서의 학습 효율성을 높이며 학습에 필요로 되는 시간을 인다. 제안 방법론을 

통해서 시스템의 자원 문제를 신속하고 정확하게 진단하는 것이 가능하며, 찰된 정보를 기반으로 실행 에 발생되는 잠재 인 문제를 측

하는 것이 가능하다. 시스템 성능 평가 역에서 제안 방법론을 용한 시스템 성능 분석을 기반으로 진단, 측의 효율성과 정확성을 평가하

여 제안 방법론의 유효성을 입증하 다.

키워드 : 결함 지역화, 노드 순서 리스트, 성능 평가, 사  처리, 확률  의존성 분석, 자가 리

Fault Localization for Self-Managing Based on Bayesian Network

Shunshan Piao†․Jeongmin Park††․Eunseok Lee†††

ABSTRACT

Fault localization plays a significant role in enormous distributed system because it can identify root cause of observed faults 

automatically, supporting self-managing which remains an open topic in managing and controlling complex distributed systems to improve 

system reliability. Although many Artificial Intelligent techniques have been introduced in support of fault localization in recent research 

especially in increasing complex ubiquitous environment, the provided functions such as diagnosis and prediction are limited. In this paper, 

we propose fault localization for self-managing in performance evaluation in order to improve system reliability via learning and analyzing 

real-time streams of system performance events. We use probabilistic reasoning functions based on the basic Bayes’ rule to provide 

effective mechanism for managing and evaluating system performance parameters automatically, and hence the system reliability is 

improved. Moreover, due to large number of considered factors in diverse and complex fault reasoning domains, we develop an efficient 

method which extracts relevant parameters having high relationships with observing problems and ranks them orderly. The selected node 

ordering lists will be used in network modeling, and hence improving learning efficiency. Using the approach enables us to diagnose the 

most probable causal factor with responsibility for the underlying performance problems and predict system situation to avoid potential 

abnormities via posting treatments or pretreatments respectively. The experimental application of system performance analysis by using the 

proposed approach and various estimations on efficiency and accuracy show that the availability of the proposed approach in performance 

evaluation domain is optimistic. 

Key Words : Fault Localization, Node Ordering List, Performance Evaluation, Preprocessing, Probabilistic Dependency 

Analysis, Self-Managing

 

1. Introduction1)

Self-managing or Autonomic Computing is becoming to 
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be a major issue in distributed system with the rapid 

growth in size and complexity nowadays especially in 

ubiquitous computing environment. More requirements in 

distributed system make more complexities emerge [1], 

which brings much more burdens and hardness for 

administrators to handle performance problems and 

maintain system high reliability. It is very important to 

system manager for managing the computer system and 
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to users for running their applications successfully. 

Autonomic computing [2] appears on the field of 

Information Technology as a challenging topic, which 

implies that system can recover from faults on its own 

initiative instead of system administrators’ direct handling, 

for the purpose of providing and maintaining high quality 

of service without interrupted exceptions. Faults are 

unavoidable in whole lifecycle of computer systems, and 

there tasks to remove them immediately for maintaining 

continuous operations. Therefore, self-managing is 

urgently required in the evolution of today’s autonomic 

computing systems. Fault localization using Artificial 

Intelligent techniques generate a variety of challenging 

applications in an automated way to provide various fault 

analysis techniques that are applied to diverse fields such 

as performance evaluation domain.

As increasing complexity in current distributed 

computing systems, information of system performance is 

not enough as we need to analyze the root cause of 

currently observed problems, and the exceptions and 

abnormalities occur without any anticipation in most 

instances. Moreover, such uncertainty and noise are the 

main and unavoidable problems and must be solved in 

real-life scenarios. Most of existing techniques [3] that 

focus on analyzing causes or symptoms based on defined 

rules or cases are not competent in many cases. It is not 

popular in uncertain domain with missing information and 

inferring with low accuracy.

Problem localization is a process of deducing the exact 

root cause of problems based on a set of observed 

information. Clearly, it is critical to designing an effective 

self-managing system that determines and solves 

problems automatically to improve system reliability and 

quality of service. However, many fault localization 

techniques use deterministic and probabilistic inference for 

fault diagnosis and prediction. There are unsolved 

problems such as overfitting and generalization in recent 

works. In this paper, we propose an approach to fault 

localization based on Bayesian network learning to 

provide probabilistic dependency analysis which is used to 

localize or predict exact cause of performance problems 

under given observation in ubiquitous computing 

environment. We extract node ordering lists that derived 

from preprocessing course to construct probabilistic 

dependency model, which improves the efficiency of 

modeling without degrading the quality of learning. 

Following the proposed approach in system performance 

evaluation domain, bidirectional probabilistic inferences are 

possible to lead to determining location of performance 

problems and hence achieving self-managing capability. 

The ability to take appropriate treatments in large-scale 

computer systems corresponding to inference results 

brings benefits in improving system reliability.

The rest of this paper is organized as follows. First, 

we provide related work on various machine learning 

techniques for problem determination, and list some 

problems included in existing research. Second, following 

the introduction of Bayesian network fundamental, we 

describe in detail the proposed approach to fault 

localization using Bayesian network, especially in the 

improved modeling process which include preprocessing. 

Third, we show a straightforward application using the 

proposed approach and discuss the implementation of 

probabilistic dependency analysis for self-managing. At 

the last section, we give our conclusion of the paper and 

show the future work.

2. Related work

Self-managing system tasks in Ubiquitous environment 

such as real-time fault localization and problem diagnosis, 

call for higher levels of automation. Many recent studies 

introduce various methods for automated system 

management [4], attempting to explore new approaches to 

improve self-managing capability, and hence improve 

system reliability, such as IBM self-aware distributed 

systems and Sun fault management in predictive 

self-healing. 

IBM research on self-aware distributed systems aims 

at automating an increasingly complex and expensive task 

of real-time problem diagnosis in large-scale distributed 

system by using state-of-art machine learning - 

Bayesian inference, probabilistic reasoning and information 

–theoretic approaches. It shows an architecture of 

diagnosis system called RAIL (Real-Time Active 

Inference and Learning), which uses the probe outcomes 

to make inferences about the system state, and actively 

requests the next most-informative probes to improve its 

diagnosis [5]. Thereby, such fault diagnosis is 

implemented based on assistant cooperation such as 

intelligent probing techniques. The probing technique 

imposes a cost, both because of the additional network 

load which they entail, and also because the probe results 

must be collected, stored and analyzed.

The Sun Fire X4500 server features the latest fault 

management technologies. This technology is incorporated 

into both the hardware and software of the server. 

Predictive Self Healing introduces a new software 
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architecture and methodology for fault detection, 

diagnostics, logging, and system service management 

across Sun's product line. There are two major 

components in Predictive Self Healing [6]: Fault 

Management Architecture (FMA) and Service 

Management Facility (SMF). FMA is a new software 

infrastructure to stream error detection, diagnostics, 

recording and fault handling. SMF is a new framework 

for simplifying management of Solaris system services. 

Working together, Solaris Predictive Self Healing allows 

application to proactively respond to a faulty event and 

correctively perform actions as necessary.

A critical event prediction for proactive management 

[1] is proposed to build a proactive prediction and control 

system for large clusters, collecting event logs containing 

various system reliability, availability and serviceability 

(RAS) events, and system activity reports (SARs). After 

the ‘raw’ system health measurements are filtered, the 

variables are used for establishing event correlations 

either through prediction algorithms or root cause 

solutions using probabilistic networks, including 

time-series, rule-based classification and Bayesian 

network models.

Actually, the existing fault localization techniques can 

be classified into two categories: dependency based 

methods and non-dependency based methods. However, 

recent fault localization techniques using machine learning 

approach such as rule-based or case-based inferences will 

bring problems because most of them rarely consider 

relationships between collected information, which are 

inefficient in the case of uncertainty. 1) The larger the 

numbers of levels of considering components, the more 

generated rules are needed, which makes the system 

experience high overload and low efficiency. 2) All rule or 

case generations should be user-defined in advanced. 3) 

All created rules or cases are impossible to be 

comprehensive, which implies that one event occurred 

may not be included in the existing aggregation. 

Various machine learning techniques are used in the 

autonomic management of computing system. However, 

most of them rarely consider mutual relationships 

between observed parameters. Generally, probabilistic 

inferences must be done in an environment of uncertainty 

where the domain information is incomplete and incoming 

data is uncertain or partially unavailable. In the case of 

such a situation, with the fact that there are somewhat 

interrelated relationships between various system metrics, 

we can start with representing a probabilistic dependency 

model among system elements rather than deeming them 

mostly independent in large scale distributed application 

domains.  

Therefore, we consider the Bayesian network algorithm 

which is widely used as probabilistic dependency model. 

Using Bayesian network algorithm to perform fault 

localization that includes both root cause analysis and 

proactive problem prediction functions for self-managing 

system, we should emphasize the method of modeling a 

compact structure by following an improved process. 

There are already some works that use Bayesian network 

for diagnosis or problem localization. A decision support 

system based on Bayesian Belief Networks was described 

in [7] to diagnose the problems of a typical enterprise 

web site that utilizes HTTP Servers, firewalls, messaging 

servers, and single sign-on. Bayesian networks have been 

used for developing self-aware services to detect any 

anomaly in their own behavior while functioning on the 

internet [8]. As performance problem localization is 

required to provide self-healing capabilities and deliver 

the desired quality of service (QoS) in distributed, 

service-oriented environments, an automated approach to 

identifying system elements causing performance problems 

was presented by building on a Bayesian network model 

that supports probabilistic inference among service elapsed 

times to end-to-end response time [9]. Bayesian 

reasoning techniques are applied to perform fault 

localization in complex communication systems while 

using dynamic, ambiguous, uncertain, or incorrect 

information about the system structure and state [10]. 

However, as we know, structure learning is the main 

issue when using Bayesian network method. Recently, 

more researches are induced to learn Bayesian network 

from data automatically despite that Bayesian network 

structure can be created by experts based on domain 

knowledge [11], which is expensive in terms of time and 

cost, and also manual designed model may be disputed as 

it is unalterable and unable to reflect to the real-time 

changes of data. However, most of them are difficult to 

be carried out in complex domain that should consider a 

great number of factors, which brings overfitting problem 

that is one of the main issues in using machine learning. 

In order to solve the problems that appeared in existing 

works, we improve the whole process of Bayesian 

network learning and add the preprocessing which 

includes parameter selection and parameter ordering to 

support efficient modeling, and hence overcome the 

overfitting problems.   
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3. Fault Localization for Self-Managing

A key essential of self-managing is the ability of the 

system to perform real-time inferences and learning about 

its own behavior, to diagnose and predict various 

problems and performance degradations, namely, the 

capability of self-awareness. “Suit the remedy to the 

case”. Only with the root cause of a problem can we 

make the system take appropriate actions or repair 

strategies to solve the problem. Furthermore, adding 

proactive prediction ability makes it prevent from 

unexpected loss through pretreatment, and hence achieve 

automated system management. Therefore, fault 

localization based on probabilistic dependency analysis 

contributes to self-managing for the purpose of 

determining root causes of problems and predicting 

problematic situations such as potential problems that 

going to occur.

3.1 Bayesian Network based Fault Localization Model 

Structure 

In this paper, we use probabilistic machine learning 

method, which is mainly used as a modeling tool, to 

propose a dependency model structure for fault diagnosis 

and prognosis in self-managing systems. In terms of 

accuracy and efficiency of diagnosing problems and 

predicting potential problems, we can deal with the data 

in the raw beforehand, where the relative parameters in 

an order are extracted for the next modeling step. Fault 

localization includes diagnosis and prognosis is executed 

on the created model via probabilistic dependency 

inference. It infers the likelihood that a factor is in one 

state which is dependent on other factors’ states that 

reflect the degrees of confidence. Bayesian network based 

fault localization model structure for self-managing is 

described in (Fig. 1) as follows:

(Fig. 1) Bayesian Network based Fault Localization Model 

Structure

First, system real-time performance data which also 

includes the system health states stored in the log file of 

the target system is collected via monitoring. Second, the 

information collected from the system log file, is 

consisting of real-time continuous parameters, should be 

filtered and discretized. Third, the preprocessing phase, 

mainly affects the modeling and inference, is processed in 

advance. Herein we propose an approach based on 

analyzing information theory among filtered parameters to 

select a certain parameters that mostly influence on the 

problematic factors and rank them in an order. Fourth, 

make Bayesian learning for modeling Bayesian belief 

network, which includes structure learning and parameter 

learning. Structure learning finds a network structure that 

is most probable matching to the training data. Parameter 

learning decides on the conditional probability table of 

each node by learning from training data given a 

constructed network. Fifth, define the degree of 

confidence information, which is called evidence by 

presenting as probabilities, including hard evidence and 

soft evidence. Sixth, post decided evidences to created 

network to reason out )|( EffectCauseP  or )|( CauseEffectP  

in different cases to determine high impact factor of 

faults or predict potential problems under certain 

conditions. Finally, determine the parameter with the 

highest probability in the network after probability 

propagation when making inferences. According to 

inference results, it can take corrective repairs on running 

system in order to keep continuous operation without 

pause. In order to control system real-time behavior, we 

collect system real-time health information and detect 

faults. Through machine learning based on analyzing the 

information such as low level system metrics and higher 

level system state metrics, root cause of fault or potential 

problem is fixed as described at (Fig. 2).

By analyzing statistic data from a given system, we 

can find patterns without knowing the inner running 

mechanism and conduct fault localization based on it. We 

can predict the potential problems beforehand and notify 

(Fig. 2) Fault Localization based on Probabilistic Inference
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the alert system to prevent error occurrence, which 

procedure is called fault prognosis. Fault diagnosis is the 

opposite process, which analyzes and diagnoses causes of 

problems under the current system situation. However, 

both of them are included in the proposed approach based 

on Bayesian theory, which is used as machine learning 

for self-managing.

3.2 Fundamental Bayesian Network

Bayesian network is a graphical structure to represent 

and reason about an uncertain domain, including nodes 

that represent random variables of interest in the domain 

and arcs that represent conditional dependencies between 

pairs of variables. A link between two nodes only implies 

a direct influence of parent node over child node in the 

sense that the probability of child node is conditioned on 

the value of parent node, and two nodes may have a link 

between them even if there is no direct cause [12]. The 

formula (1) expressed below is a simple format of Bayes’ 

rule. 

∑ ⋅
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For more complex problems, it also has a mechanism 

that can propagate probabilities via extending Bayes’ Rule 

throughout the whole network automatically. If a 

Bayesian network encodes the true independence 
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Formula (2) shows that instead of the full joint 

distribution, we need only the conditional probabilities of a 

variable given its parents, which is based on Markov 

assumption. A distinct characteristic of Bayesian network 

is that it is especially useful in uncertainty domains with 

information about the past and/or the current situation 

being vague, incomplete, and conflicting. It’s easy to 

explain how a system arrived at a particular 

recommendation, decision, or action as it can represent 

probabilistic relationships between nodes dynamically. 

Furthermore, Bayesian Network can be run in multiple 

directions, including bottom-up and top-down, which 

features of Bayesian Network are applied in this paper. 

Another feature is that it can post evidence to a Bayesian 

belief network to predict a result or to diagnose a cause 

based on analyzing current beliefs. The evidence is 

information about a current situation and beliefs are the 

probability that a variable will be in a certain state based 

on the addition of evidence in a current situation [13].

Based on all characteristics of Bayesian network, we 

can improve the whole process of Bayesian network 

modeling different from the existing modeling process. A 

preprocessing course is added to provide mechanism for 

modeling which is very efficient in the case of 

considering large number of parameters, and hence 

solving overfitting problems in the fields of machine 

learning.

3.3 Preprocessing of Bayesian Network Modeling

Learning Bayesian network from data gives a solution 

to overcome the limitation of static model created by 

hand via tracing and analyzing real-time data. Thereby 

structure learning plays an important part in the whole 

course and the final results are a direct result of the 

structure, especially in the case of that having a great 

number of parameters. The existing researches have 

begun to investigate methods for learning Bayesian 

network from data automatically, trying to find the 

structure that is most probable adapting to the observing 

information, and it can deal with missing data and hidden 

variables. The score based search method uses 

approximate search algorithms to construct candidates and 

measures them using scoring evaluation. On the other 

hand, the dependency analysis method starts with 

analyzing dependency relationships between nodes to 

construct a network. However, both methods are not 

suitable and are difficult to be carried out when there are 

larger data, which brings overfitting that is one of the 

main issues in using machine learning. The overfitting 

phenomenon occurs when too many parameters are 

considered in a given domain. In building Bayesian 

network structure, it occurs when presenting all 

parameters in a learned structure. Therefore, in order to 

solve such problems and make structure learning more 

efficient, we can provide a preprocessing course for 

collected information before learning. Given the training 

data, it selects certain relative factors in an order, and 

then enters into the next step of structure learning, on 

which dependency analysis and probabilistic inference are 

based. (Fig. 3) depicts the brief presentation of 

preprocessing in Bayesian network learning. 
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(Fig. 3) Preprocessing in Bayesian Network Learning

When considering too many parameters in structure 

learning, in order to solve such problems and make 

structure learning more efficient, we can add 

preprocessing to improve the whole process of 

constructing a Bayesian network. Although there are 

some researches [14][15] on attributes ordering for 

constructing Bayesian network from databases, the 

preprocessing in this paper uses different mechanism to 

extract parameter ordering.

The course of selecting parameters is described in 

detail as follows: 

First, all the collected parameters are divided into two 

parts, including observing parameters and 

problematic parameters. 

Second, it computes information gains between a 

problematic parameter and one of observing 

parameters. 

Third, for each problematic parameter, all computed 

information gains are ranked from maximum to 

minimum in a list. 

Fourth, combining the gathered lists of all problematic 

problems, observing parameters with the mean 

information gain that exceed defined threshold 

value are selected and returned as a list 

including all problematic parameters. 

Fifth, from the selected observing parameters, two 

parameters are selected from the head of the list. 

Then two parameters are stored in a set with 

order according to the computing results of 

mutual information by exchanging positions of 

two parameters. However, the operation is 

stopped when a close loop appears and continued 

to run until all parameters are considered. 

Sixth, all parameters presented as pairs in the set are 

realigned to a single list. 

Finally, a certain observing parameters with order are 

returned as final output.

From the given large dataset with more parameters, it 

can only choose factors that are more relative with 

focusing problems, which downsizes the number of 

factors by using information theory method based on 

analyzing mutual relationships. From the above course, 

we can find that problematic parameters are not 

considered when ranking selected parameters, which 

implies that all problematic parameters are independent of 

each other when learning. The anterior parameter may 

have direct influence on the posterior one in the order, 

and all observing parameters may have influences on 

each problematic parameter, because each problematic 

problem has the same ordering list only with different 

problematic factor as the last one.

3.4 Methods of Modeling  

Recently many methods for structure learning [14] are 

developed, finding the structure that is most probable to 

training data. In this paper, a certain parameters with 

order are taken as input to create a fine-grained model 

by analyzing conditional independency evaluation between 

all pairs of nodes. It should be emphasized that the 

Bayesian network implies conditional independencies via 

showing conditional probability tables for leaf nodes 

having direct parent nodes. A structure learning 

mechanism computes mutual information introduced for 

pairs of node to reflect different degrees of dependency 

relationships among them. 

In order to build Bayesian network structure for 

problem localization, it not only to find simple 

relationships between causes and effects but also to dig 

out the dependency relations between causes, which 

enable us to construct a more compact network for 

problem localization based on probabilistic inferences, as 

given in (Fig. 4).
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(Fig. 4) Bayesian Network Model

With the help of preprocessing of observed parameters, 

it can determine the direction of arrow in the network 

when analyzing two nodes have conditional dependency 

relationship. During other structure learning methods, it 

can reduce computing complexity and will be efficient 

especially in the case of much more parameters with 

large database. 

4. Illustration and Evaluation

In rapid growing internet systems in ubiquitous 

computing era, Service Level Objectives (SLOs) [16] are 

related to high quality of service such as response time 

and request throughput as they are a key element of a 

Service Level Agreement (SLA) between service provider 

and customer to estimate system reliability. For complex 

distributed computing system, a huge number of 

parameters which observed by varied exterior 

instruments, can represent the whole system status at 

random time. Fault localization capability in performance 

evaluation can find which factor of system metrics is 

directly related to the underlying performance problems 

by analyzing observed parameters, which consists of 

performances of individual servers or processes, capability 

of network, hardware and software, dynamic variation 

resource utilizations by different type of client requests. 

Performance parameters such as response time or 

throughput exceed a certain threshold is also considered 

as problem or fault. According to the results of 

probabilistic inferences, the parameters that are 

responsible for current fault of performance is determined 

and repaired pertinently. Oppositely, the potential 

performance problem can be prevented in advance by 

taking repair strategies.

4.1 Experimental Illustration

First of all, it collects and filters performance data of 

interest which can be used to analyze from system log 

files, including utilizations of CPU, memory, disk utilization,  

<Table 1> System Performance Metrics

bandwidth that logged in a server, and detects 

information such as threshold violation in response time 

and throughput. Then, each parameter should be 

categorized into corresponding classes according to given 

criteria, as shown in <Table 1>.

Collected parameters are taken as input to choose the 

relative parameters in preprocessing which are highly 

related to occurred SLO　violations. Based on learning the 

training data, observing parameters are ranked by using 

the proposed preprocessing approach. Finally, it returns a 

node ordering list containing selected parameters. 

Referencing to above table, the anterior six parameters 

are defined as observing parameters and the following 

two parameters are defined as problematic parameters. In 

the first step of preprocessing, two observing parameters 

are removed from the set after analyzing information 

gains on the training data. Then the remaining 

parameters are ranked in an ordering list without 

problematic parameters like this:

.

Following the predefined assumption, the problematic 

parameters response time and throughput are independent 

of each other. Finally, the returned parameters with order 

are applied into construct Bayesian network for 

probabilistic dependency analysis. The flowchart of the 

preprocessing is shown in (Fig. 5) as follows: 

(Fig. 5) Flowchart of Preprocessing
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(Fig. 6) Bayesian Network after Learning

We use Belief Network PowerConstructor software [17] 

which takes a data set and optional domain knowledge as 

input and construct a Bayesian network for the data set 

including both structure and parameters as output. (Fig. 

6) describes the created and complete Bayesian network 

after parameter learning. We can see that the created 

structure is a compact hierarchy model after learning 

from certain parameters and ordering list. Different from 

the simple two-layer structure of Bayesian network, it 

discovers and represents internal dependency relationships 

between each pair of causal parameters in the network 

structure, which makes the model compact and makes the 

inference results more correct with smaller error rates. 

After structure learning, parameter learning fixes 

conditional probabilities for each node under given 

structure and training data.

Given the convinced states of several parameters, and 

it makes the known state with assured belief, which 

operation can change beliefs of all nodes that related to 

such one node after probabilities being propagated 

throughout the whole network. As mentioned above, the 

evidence is information about a current situation, and 

belief is the probability that a variable will be in a 

certain state. According to them, we can find the answer 

which we need by adjusting the beliefs of states of one 

node, and also can discover that how the nodes affect 

each other. 

For instance, when a violation of response time is 

observed, which means that it makes response time be of 

‘error’ state, we have the evidence of response time by 

changing the belief of ‘error’ state of response time with 

100% and the other states with 0%. After then, the most 

probable impact factor can be decided by finding the ‘low’ 

state of one node with max probability comparing to the 

worse states of  other nodes,  namely ‘low’  state of 

bandwidth. Therefore, we can say that the root cause of 

response time is bandwidth, and the causal factors can be 

Bandwidth
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37.3

ClientCount
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MEDIUM

16.9
59.7
23.4

CPU
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   0
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28.7
48.9

Throughput
ERROR
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WARNING

51.3
6.28
42.4

(Fig. 7) Bottom-up probability inference for diagnosis 
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ClientCount
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0.17

CPU
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 100
   0
   0
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77.2
6.15

RAM
HIGH
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MEDIUM

0.22
73.0
26.8

Throughput
ERROR
NORMAL
WARNING

99.7
0.17
0.16

(Fig. 8) Top-down probability inference for prediction 

ranked from max probability to min probability of ‘low’ 

state. The propagation of probabilities is shown in (Fig. 7).

On the other hand, when the utilization of CPU 

resource arrives over 95% which means that it belongs to 

‘high’ state, so we adjust the believe of ‘high’ state of 

CPU to 100% evidence. Then we can see that the 

probability of ‘error’ state of throughput gets up to the 

max one, which stands for that there will be a fault of 

throughput appeared in coming time. The changed 

probabilities propagation is showed in (Fig. 8). 

Applying the testing data to the model, the rate of 

validity is up to over 85%. Thereby, these results derived 

from probabilistic inferences based on the proposed fault 

localization using Bayesian network are very helpful for 

system to take correct repairs to figure out faults or to 

avoid potential performance faults in advance. From the 

created Bayesian network model, it’s easy for us to 

understand how the nodes affect each other based on 

changing the evidences of nodes with dynamic 

representation.

4.2 Evaluations

For proving the effects of  the proposed Bayesian 

network approach to fault localization for self-managing 

in performance evaluation, we apply testing data into the 

built model then compare the results with actual results. 
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(Fig. 9) Evaluation with different number of nodes

<Table 2> Comparison on cases with and without node ordering

Dimensions Time consumption (sec)
Accuracy
(%)

with node ordering 15.48 90.3
without node ordering 16.37 85.2

Numbers of Causal 
Parameters

Root cause in ranking 
With ordering

Root cause in ranking 
Without ordering

6 0.9 0.8
10 1.5 1.4
15 1.5 1.6
20 1.7 1.8

<Table 3> Accuracy of Root Cause Analysis

 
Manual 

construction
Scoring based method

Dependency 
analysis method

Requirem
ents

Expert 
knowledge & 
Domain 
knowledge

Scoring measurement 
& Search algorithm 
(e.g. Greedy)

Conditional 
information 
measurement 
Domain knowledge 

Advantag
es

Easy to 
construct 
network

Efficient for dense 
structure

Efficient for sparse 
structure

Disadvant
ages

Domain 
experts are 
lacking;
Difficult to 
reflect real time 
data 
dynamically.

Time consuming 
Computing complexity

Need to define a 
threshold to decide 
relationship among 
nodes  

Node 
Selection

Experts decide 
relationships

Reduce possible 
structures 

Minimize computing 
complexity

Node 
ordering

No need Reduce search space 
(select parent of one 
node before it)

Determine the 
direction between 
two nodes

<Table 4> Comparisons of Structure Learning Methods in 

Bayesian Network

At first, we evaluate time consumption of structure 

learning and error rate given different numbers of 

parameters, showing that the obvious effect when using a 

certain number of parameters that are highly related with 

the domain. From (Fig. 9), as the number of parameters 

grows, the time consumption mounts up but the error 

rate of detecting faults drops, and we can find that the 

number of parameters corresponding to the crossing of 

two elements can be chosen as the appropriate quantity 

of considering parameters in such domain.

Comparisons of time consumption and accuracy are 

evaluated in the case of selecting certain parameters 

applying preprocessing or not. <Table 2> can tell us that 

with node ordering list, there are both improvements on 

time consumption and accuracy of inference results.

For accuracy of root cause analysis, we estimate the 

position of the exact cause of current problems in the 

rankings that include all causal parameters after 

inferences with different numbers of parameters. Like the 

results showed in <Table 3>, the average ranks of root 

causes with ordering are quite close to that without 

ordering.

As shown in <Table 4>, the comparison of structure 

learning under given certain quantity of parameters shows 

that taking an ordering list as input of structure learning 

can bring high efficiency and accuracy whatever leaning 

methods are used.

5. Conclusion

In this paper, an approach to fault localization using 

Bayesian network for self-managing is proposed 

especially in performance evaluation domain for improving 

system reliability. In order to improve the performance of 

learning with domain knowledge, an improved learning 

process is provided before structure learning. Using the 

proposed method, we can create a hierarchical network 

that represents direct relationships between nodes with 

high efficiency and accuracy, which we use to make 

probabilistic dependency analysis to determine the exact 

root cause of system performance problems. Different 

from other existing researches on using Bayesian 

network, it adds preprocessing course to extract a certain 

parameters as a node ordering list for contributing to 

modeling Bayesian network efficiently. In order to prove 

the availability and efficiency of proposed approach, we 

perform it on system performance evaluation domain 

using the proposed fault localization for self-managing 

and make comparisons under different conditions.

Since performance management or improvement 

requires more high level of autonomic functions, we will 

continue pay attention to using machine learning which is 

considered as an artificial intelligent approach to learning 

real time streams of events that expresses the system 

situations. There are many algorithms, including 

time-series, decision Tree, case-based reasoning, rule 

based reasoning that can be integrated for particular 

mechanism in various fields. It can provide advanced 
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functions by using these methods synthetically.

References

[1] R. K. Sahoo, A. J. Oliner, I. Rish, M. Gupta, J. E. 

Moreira, S. Ma, R. Vilalta, and A. Sivasubramaniam, 

“Critical event prediction for proactive management in 

large-scale computer clusters,” In Proceedings of the 

ACM SIGKDD, Intl. Conf. on Knowledge Discovery and 

Data Mining, pp.426–435, August 2003.

[2] Jeffrey O. Kephart David M. Chess IBM Thomas J. 

Watson Research Center, “The Vision of Autonomic 

Computing,” IEEE Computer Society, January 2003. 

[3] Irina Rish, Mark Brodie, Sheng Ma, Natalia Odintsova, 

Alina Beygelzimer, Genady Grabarnik, and Karina 

Hernandez, “Adaptive Diagnosis in Distributed Systems,” 

IEEE Transactions on Neural Networks, March 2005.

[4] Yuan-Shun Dai, “Autonomic Computing and Reliability 

Improvement,” Proceedings of Eighth IEEE International 

Symposium on Object-Oriented Real-Time Distributed 

Computing (ISORC’05), pp. 204-206, 2005.  

[5] IBM Self-Aware Distributed Systems: http://domino. 

watson.ibm.com/comm/research.nsf/pages/r.ai.innovation.2. 

html 

[6] Sun Microsystems: Predictive Self-Healing in the Solaris 

10 Operating System: http://www.sun.com/ 

bigadmin/content/selfheal 0

[7] Bhaskara Reddy Moole and Raghu Babu Korrapati, 

“Enterprise web site problem diagnosis using Bayesian 

Belief Networks”, SoutheastCon, Proceedings, IEEE, pp. 

384-396, 2005.

[8] J.Bronstein, A.Das., “Self-Aware Services- Using Bayesian 

Networks for Detecting Anomalies in Internet-based 

Services”, HP Labs Technical Reports HPL-2001-23R1, 

2001.

[9] Rui Zhang, Steve Moyle and Steve McKeever, and Alan 

Bivens, “Performance Problem Localization in Self-Healing, 

Service-Oriented Systems using Bayesian Networks”, 

Proceedings of the 2007 ACM symposium on Applied 

computing, pp. 104-109, 2007.

[10] Malgorzata Steinder, Adarshpal S.Sethi, “Probabilistic 

Fault Localization in Communication Systems Using 

Belief Networks”, IEEE/ACM Transactions on 

Networking, pp.809-822, October 2004.

[11] Jianguo Ding, Bernd Kramer, Yingcai Bai, and hansheng 

Chen, “Backward inference in Bayesian networks for 

distributed systems management,” Journal of Network 

and Systems Management, Vol.13, No. 4, December 2005

[12] Ethem Alpaydm, Introduction of Machine Learning. 

Massachusetts Institute of Technology, pp.39-60, 2004. 

[13] Charles River Analytics Inc, About Bayesian Belief 

Networks, Charles River Analytics, Inc., 2004.

[14] Jie Cheng, David A. Bell,Weiru Liu, “An algorithm for 

Bayesian Belief Network construction from Data”, In 

Proceedings of AI &STAT’, pp. 83-90, 1997.

[15] Cheng, J., Bell, D. and W. Liu, “Learning Bayesian 

Networks from Data: An Efficient Approach Based on 

Information Theory”, In Proceedings of the sixth ACM 

International Conference on Information and Knowledge 

Management, 1997.

[16] http://www.risi.com/services/sla.html

[17] http://www.cs.ualberta.ca/~jcheng/bnpchlp/index.html 

박 순 선

e-mail : sspiao@ece.skku.ac.kr

2004년 7월 국 련민족 학교 컴퓨터 

공학과(공학사)

2006년 9월～ 재 성균 학교 학원 

자 기 컴퓨터공학과 (석사과정)

심분야:소 트웨어공학, 오토노믹 컴퓨 ,  

                       자가치유 소 트웨어, 확률 의존   

                       분석, 기계학습

박 정 민

e-mail : jmpark@ece.skku.ac.kr

2003년 2월 한국산업기술 학교 컴퓨터 

공학과(공학사)

2005년 2월 성균 학교 학원 컴퓨터 

공학과(공학석사)

2005년 3월～ 재 성균 학교 학원 

컴퓨터공학과(박사과정)

심분야:소 트웨어공학, 오토노믹 컴퓨 , 자가치유 소 트웨어,

컴포 트 기반 개발 방법론

이 은 석

1985년 2월 성균 학교 자공학과 

(공학사)

1988년 3월 일본 동북(Tohoku) 학교 

학원 정보공학과(공학석사)

1992년 3월 일본 동북(Tohoku) 학교 

학원 정보공학과(공학박사)

1992년～1994년 일본 미쯔비시 정보 자연구소 특별 연구원

1994년～1995년 일본 동북(Tohoku) 학교 Assistant Prof

1995년 3월～ 재 성균 학교 정보통신공학부 교수

심분야 :소 트웨어공학, 오토노믹/유비쿼터스 컴퓨 , 

에이 트 지향 지능형 시스템 등



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /!BM-dolhdip1
    /!BM-gaulr
    /!BM-joyakr
    /AgencyFB-Bold
    /AgencyFB-Reg
    /AharoniBold
    /ahn2006-B
    /ahn2006-L
    /ahn2006-M
    /Albertus-ExtraBold
    /Albertus-Medium
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Algerian
    /AmericanGaramondBT-Roman
    /AmiR-HM
    /ArborWin
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /Astro2KT
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /AvantGardeITCbyBT-Book
    /AvantGardeITCbyBT-BookOblique
    /AvantGardeITCbyBT-Medium
    /AvantGardeITCbyBT-MediumOblique
    /AvQest
    /BaskOldFace
    /Batang
    /BatangChe
    /BatangOldHangulJamo
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BemboStd
    /BemboStd-Bold
    /BemboStd-BoldItalic
    /BemboStd-ExtraBold
    /BemboStd-ExtraBoldItalic
    /BemboStd-Italic
    /BemboStd-Semibold
    /BemboStd-SemiboldItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BlackChancery
    /BM-dolchulip1
    /BM-gaulr
    /BM-joyakr
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrowalliaNew
    /BrowalliaNew-Bold
    /Brush445BT-Regular
    /BrushScript
    /BrushScriptBT-Regular
    /BrushScriptMT
    /Calibri
    /Calibri-Bold
    /Calibri-BoldItalic
    /Calibri-Italic
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Candara
    /Candara-Bold
    /Candara-BoldItalic
    /Candara-Italic
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /CharisSIL
    /CharisSIL-Bold
    /CharisSIL-BoldItalic
    /CharisSIL-Italic
    /Chiller-Regular
    /Clarendon
    /Clarendon-Bold
    /Clarendon-Condensed-Bold
    /Clarendon-Light
    /CliperSKana
    /Cmsy10
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /Consolas
    /Consolas-Bold
    /Consolas-BoldItalic
    /Consolas-Italic
    /Consolekana
    /Constantia
    /Constantia-Bold
    /Constantia-BoldItalic
    /Constantia-Italic
    /CooperBlack
    /CooperBlack-Italic
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /Copperplate-ThirtyThreeBC
    /Copperplate-ThirtyTwoBC
    /Corbel
    /Corbel-Bold
    /Corbel-BoldItalic
    /Corbel-Italic
    /CordiaNew
    /CordiaNew-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /Crayon
    /CurlzMT
    /DanzinRegular
    /DFKMincho-Bd-WIN-KSC-H
    /Dinbla
    /Dinbol
    /DinerRegular
    /DingDongBold
    /Dinlig
    /Dinmed
    /Dinreg
    /Dotum
    /DotumChe
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /Eurostile
    /Eurostile-Bold
    /Eurostile-BoldExtendedTwo
    /Eurostile-ExtendedTwo
    /ExpoL-HM
    /ExpoM-HM
    /FelixTitlingMT
    /FencesPlain
    /Flora-Bold
    /Flora-BoldEx
    /Flora-BoldHo
    /Flora-BoldWd
    /Floralies
    /Flora-Normal
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FrankRuehl
    /FreestyleScript-Regular
    /FrenchScriptMT
    /FZSY--SURROGATE-0
    /Gaeul
    /GaramB-HM
    /Garamond
    /Garamond-Antiqua
    /Garamond-Bold
    /Garamond-Halbfett
    /Garamond-Italic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /GaramondNo4CyrTCY-Medi
    /GauFontShirousagi
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSans
    /GillSans-Bold
    /GillSans-BoldCondensed
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-ExtraBold
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GloucesterMT-ExtraCondensed
    /GothicL-HM
    /GothicRoundB-HM
    /Goudy
    /Goudy-Bold
    /Goudy-BoldItalic
    /Goudy-ExtraBold
    /Goudy-Italic
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /GraphicSansR-HM
    /GTB
    /GTM
    /Gulim
    /GulimChe
    /GulimOldHangulJamo
    /Gungsuh
    /GungsuhChe
    /H2bulL
    /H2gprM
    /H2gsrB
    /H2gtrB
    /H2gtrE
    /H2gtrM
    /H2hdrM
    /H2hsrM
    /H2mjmM
    /H2mjrB
    /H2mjrE
    /H2mjsM
    /H2mjuM
    /H2mkpB
    /H2mkrB
    /H2pirL
    /H2porL
    /H2porM
    /H2sa1B
    /H2sa1M
    /H2sa2L
    /H2snrB
    /H2ta1L
    /H2ta2M
    /H2wulE
    /H2wulL
    /H2yerM
    /H2ysrM
    /HaansoftBatang
    /HaansoftDotum
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HeadG
    /HeadlineR-HM
    /HeadlineSansR-HM
    /HeadR
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Condensed
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /Helvetica-Oblique
    /HGMinchoB
    /HGPMinchoB
    /HGSMinchoB
    /HighTowerText-Italic
    /HighTowerText-Reg
    /HMKBP
    /HMKBS
    /HoeflerText-Black
    /HoeflerText-BlackItalic
    /HoeflerText-Italic
    /HoeflerText-Ornaments
    /HoeflerText-Regular
    /HYbdaL
    /HYbdaM
    /HYbsrB
    /HYBuDle-Medium
    /HYcysM
    /HYdnkB
    /HYdnkM
    /HYGoThic-Light
    /HYgprM
    /HYGraPhic-Bold
    /HYgsrB
    /HYgtrE
    /HYhaeseo
    /HYHeadLine-Bold
    /HyhwpEQ
    /HYkanB
    /HYkanM
    /HYKHeadLine-Bold
    /HYKHeadLine-Medium
    /HYLongSamul-Bold
    /HYLongSamul-Medium
    /HYmjrE
    /HYMokPan-Bold
    /HYmprL
    /HYMyeongJo-Light
    /HYMyeongJo-Medium
    /HYMyeongJo-Ultra
    /HYnamB
    /HYnamL
    /HYnamM
    /HYPMokPan-Bold
    /HYPMokPan-Light
    /HYPop-Medium
    /HYporM
    /HYPost-Bold
    /HYRGoThic-Bold
    /HYRGoThic-Medium
    /HYsanB
    /HYShortSamul-Light
    /HYSinGraPhic-Medium
    /HYSinMyeongJo-Bold
    /HYsnrL
    /HYsupB
    /HYsupM
    /HYSymbolD
    /HYSymbolE
    /HYSymbolF
    /HYSymbolG
    /HYSymbolH
    /HYTaJa-Bold
    /HYTaJaFull-Bold
    /HYTaJaFull-Light
    /HYTaJa-Medium
    /HYtbrB
    /HYwulB
    /HYwulM
    /HYYeasoL-Bold
    /HYYeatGul-Bold
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /IrisUPC
    /IrisUPCBold
    /JasmineUPC
    /JasmineUPC-Bold
    /Jokerman-Regular
    /JuiceITC-Regular
    /Kartika
    /KirillicaWincyr
    /KristenITC-Regular
    /KunstlerScript
    /KyunKo
    /KyunMyung
    /Latha
    /LatinWide
    /LCDReg
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldOblique
    /Love
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Lydian
    /MagicR-HM
    /Magneto-Bold
    /MaiandraGD-Regular
    /MalgunGothicBold
    /MalgunGothicRegular
    /Mangal-Regular
    /Marigold
    /MaturaMTScriptCapitals
    /MDAlong
    /MDArt
    /MDEasop
    /Mdesb
    /MDGaesung
    /MDSol
    /Mfoxb
    /Mfoxl
    /Mfoxm
    /MicrosoftSansSerif
    /MingLiU
    /Miriam
    /MiriamFixed
    /MiriamTransparent
    /Mistral
    /MJB
    /MJL
    /MJM
    /MMchonL
    /MMchonM
    /Modern-Regular
    /MoeumTR-HM
    /Monaco
    /MonaLisa-Recut
    /MonotypeCorsiva
    /MonotypeSorts
    /Mpaperb
    /Mpaperl
    /Mpaperm
    /Msam10
    /MS-Gothic
    /MS-Mincho
    /MSOutlook
    /MS-PGothic
    /MS-PMincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MSSong
    /MS-UIGothic
    /MT-Extra
    /MT-Symbol
    /Munhem
    /MVBoli
    /MyungjoL-HM
    /MyungjoXB-HM
    /NamuB-HM
    /NamuR-HM
    /Narkisim
    /Nekoyanagi
    /NemoB
    /NemoL
    /NemoM
    /NemoXB
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewGulim
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothic-Condensed
    /NewsGothic-Italic
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NSimSun
    /OCRAExtended
    /OCRB10PitchBT-Regular
    /OldEnglishTextMT
    /Onyx
    /OriginalGaramondBT-Roman
    /Oxford
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /PhotinaCasualBlack
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Pristina-Regular
    /PyunjiR-HM
    /QDotum
    /QGulim
    /QGungsuh
    /Raavi
    /RageItalic
    /Ravie
    /Retort
    /RetortOutline
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /SaenaegiR-HM
    /SaenaegiXB-HM
    /SAKURAhira
    /San02B
    /San02L
    /San02M
    /San60B
    /San60L
    /San60M
    /San60R
    /San60SB
    /SanBiB
    /SanBiL
    /SanBiM
    /SanBoB
    /SanBoL
    /SanBoM
    /SanBsB
    /SanBsL
    /SanBsU
    /SanCrB
    /SanCrK
    /SanCrL
    /SandArB
    /SandArL
    /SandArM
    /SandArXB
    /SandAtM
    /SandAtXB
    /SandJg
    /SandKg
    /SandKm
    /SandMtB
    /SandMtL
    /SandMtM
    /SandSaB
    /SandSaL
    /SandSaM
    /SandSm
    /SandTg
    /SandTm
    /SanHgB
    /SanHgL
    /SanHgM
    /SanIgM
    /SanKbB
    /SanKbL
    /SanKbM
    /SanKsB
    /SanKsL
    /SanKsM
    /SanMogfilB
    /SanMogfilL
    /SanMogfilM
    /SanMrB
    /SanMrJ
    /SanMrM
    /SanNsB
    /SanNsL
    /SanNsM
    /SanPkB
    /SanPkL
    /SanPkM
    /SanPuB
    /SanPuW
    /SanSrB
    /SanSrL
    /SanSrM
    /SanSwB
    /SanSwL
    /SanSwM
    /ScriptMTBold
    /SegoeMediaCenter-Regular
    /SegoeMediaCenter-Semibold
    /SeUtum
    /SgreekMedium
    /Shadow9
    /SHeadG
    /SHeadR
    /ShowcardGothic-Reg
    /Shruti
    /Shusha
    /Shusha02
    /Shusha05
    /SILDoulosIPA
    /SILDoulosIPA93Bold
    /SILDoulosIPA93BoldItalic
    /SILDoulosIPA93Italic
    /SILDoulosIPA93Regular
    /SILManuscriptIPA
    /SILManuscriptIPA93Bold
    /SILManuscriptIPA93BoldItalic
    /SILManuscriptIPA93Italic
    /SILManuscriptIPA93Regular
    /SILSophiaIPA
    /SILSophiaIPA93Bold
    /SILSophiaIPA93BoldItalic
    /SILSophiaIPA93Italic
    /SILSophiaIPA93Regular
    /SimHei
    /SimSun
    /SinGraphic
    /SinMun
    /SnapITC-Regular
    /SohaR-HM
    /Sol
    /SPgoJ1-KSCpc-EUC-H
    /SPgoJ-KSCpc-EUC-H
    /SPgoJS-KSCpc-EUC-H
    /SPgoT-KSCpc-EUC-H
    /SPmuS-KSCpc-EUC-H
    /StempelGaramond-Bold
    /StempelGaramond-BoldItalic
    /StempelGaramond-Italic
    /StempelGaramond-Roman
    /Stencil
    /Sylfaen
    /Symbol
    /SymbolMT
    /TaeKo
    /TaeM
    /TaeUtum
    /Taffy
    /Tahoma
    /Tahoma-Bold
    /TahomaSmallCap-Bold
    /TempusSansITC
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldTh
    /TimesIPAnew
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Tiplo
    /ToodamB
    /ToodamL
    /ToodamM
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /TSTNamr
    /TSTPenC
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /TypewriteB
    /TypewriteL
    /TypewriteM
    /Univers
    /Univers-BlackExt
    /Univers-Black-Normal
    /Univers-Bold
    /Univers-BoldExt
    /Univers-BoldExtObl
    /Univers-BoldOblique
    /Univers-Condensed
    /Univers-CondensedBold
    /Univers-Condensed-Bold
    /Univers-Condensed-BoldItalic
    /Univers-CondensedBoldOblique
    /UniversCondensedLight
    /Univers-Condensed-Medium
    /Univers-Condensed-MediumItalic
    /UniversCondensedOblique
    /Univers-CondensedOblique
    /Univers-Extended
    /Univers-ExtendedObl
    /Univers-Light
    /Univers-Light-Italic
    /Univers-Light-Light
    /Univers-Light-LightTh
    /Univers-Light-Normal
    /Univers-LightOblique
    /Univers-Medium
    /Univers-MediumItalic
    /Univers-Oblique
    /Uri
    /Utum
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /Westminster
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /WoorinR-HM
    /WP-CyrillicA
    /WP-GreekCentury
    /WP-MultinationalARoman
    /YDIBirdB
    /YDIBirdL
    /YDIBirdM
    /YDIBlueB
    /YDIBlueEB
    /YDIBlueL
    /YDIBlueM
    /YDIChungM
    /YDICMjoL
    /YDICMjoM
    /YDICstreB
    /YDICstreL
    /YDICstreM
    /YDICstreUL
    /YDIFadeB
    /YDIFadeL
    /YDIFadeM
    /YDIGasiIIB
    /YDIGasiIIL
    /YDIGasiIIM
    /YDIGirlB
    /YDIGirlL
    /YDIGirlM
    /YDIGukB
    /YDIGukL
    /YDIGukM
    /YDIHSalM
    /YDIHsangIIB
    /YDIHsangIIL
    /YDIHsangIIM
    /YDIMokB
    /YDIMokL
    /YDIPinoB
    /YDIPinoL
    /YDIPinoM
    /YDIPu
    /YDISmileB
    /YDISmileL
    /YDISmileM
    /YDISprIIB
    /YDISprIIL
    /YDISprIIM
    /YDISumB
    /YDISumL
    /YDISumM
    /YDIWebBatan
    /YDIWebDotum
    /YDIWriSin
    /YDIYGO310
    /YDIYGO330
    /YDIYGO340
    /YDIYGO350
    /YDIYGO360
    /YDIYMjO220
    /YDIYMjO230
    /YDIYMjO310
    /YDIYMjO330
    /YDIYMjO340
    /YDIYMjO350
    /YDIYMjO360
    /YDIYSin
    /YetR-HM
    /YjBACDOOBold
    /YJBELLAMedium
    /YJBLOCKMedium
    /YJBONMOKGAKMedium
    /YjBUTGOTLight
    /YjCHMSOOTBold
    /YjDOOLGIMedium
    /YjDWMMOOGJOMedium
    /YjGABIBold
    /YjGOTGAEMedium
    /YjINITIALPOSITIVEMedium
    /YJINJANGMedium
    /YjMAEHWASemiBold
    /YjNANCHOMedium
    /YjSHANALLMedium
    /YjSOSELSemiBold
    /YjTEUNTEUNBold
    /YjWADAGMedium
    /YonseiB
    /YonseiL
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 1200
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


