DVEOIM AZH 7|8t #5 §5t B4 LA HA

=& 2008-45CI—-1-5

d

LI

DVES| A A|2F 7]

#5 55 23 A

(Design the Time-Interval Based Fairness Partitioning Method in DVE )

a5t Fd,AA

(Dongkee Won, Dongun An, and Seungjong Chung )

0o,

MMORPG AY dAE B& AHEAE] t4o Mg S8 e "o} ol M AeA £ 2 Hold 2 [
o B8 ¢ du AMAESS 22 M AACAM AR FEE Fawes FAAAM o 7t BAE, Muge] 42 Ade]
2l

g B @4 5o w4 g 5 Utk olde BAE ASAS] AYS S71b8 QoIA 2 Faisk A 9ish 2 EAIZ
@ W3o] Ao} WA Aol %A HY AAE A AAIA Hololg B & ok BE AATo| olsh 2 EA

E€ 28] A AY olfel ME S0 wet AuSe] AHERE WiE S AT B E, HHY $F o2 AHEAE
Aulol Wi stk stdete F¥she AMsh viElae) gE WStz Qs AlZte] Adel wel o] Hu ok 1
23] MMORPG #7914 98¢ A9 24 #e7t Y5 Ak o3 BASE sAs}7] 918 ARt 7]ite] ¥%5 £8 Wy
(TIPE Atk TIPE A FAEE AY M 54 Azduitt d5aA 2dste H3t Ed¥oz 4 BAGE &
A Aot

Abstract

MMORPGs may involve a great number of concurrent players, and those servers usually have to manage hundred, or
even thousands of avatars co-existing in the same virtual world. So if failing to send a command or an event message,
or sending it too late may cause damages to the avatar evolution{death, injury, loss of resources), and may result in
unjustified penalties for the player. Many policies could be defined to realize a ranking evaluation of available servers.
Unfortunately, due to the highly dynamic characteristics of server loads and network performances, any optimal allocation
would soon become sub-optimal. In order to solve those problems we propose the “time-interval based fairmess partitioning
method” (TIP). TIP will distribute the avatar to the game server equally with time-interval in order to avoid the problems
form the unfairmess of game servers load.

Keywords : DVE, MMORPG, TIP

&I 9

I. Introduction

Recently, the presence of computer science growing
up rapidly with communication technology, this
the symbol of high speed
development about global information technology and
industry. Especially,

becomes crucial

the flying development of

network technology makes an essential
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transformation of information application system and
one of representative instances is Distributed Virtual
Environment (DVE)"Y., DVE has been used in many
fields, such as collaborative design, civil and military

@ or muiti-player

distributed training, e-learning
gamesBNS]. These systems make muitiple users and
multiple virtual environments connected via internet
to share the information and interact together where
users working on different computers which are
interconnected through different networks. In DVE,
each user is represented in the shared virtual

environment by an entity called avatar, whose state
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is controlled by the user input. Since DVE supports
visual interactions between multiple avatars, every
change in each avatar must be propagated to the rest
of the avatars in the shared virtual environment.

One of crucial issues in design of a scalable and
efficient DVE system is the partitioning problem[g]. It
consists of efficiently assigning the workload (avatar)
among the servers in the system[el. The partitioning
problem is considered as a key of designing DVE,
because it directly determines overall performance of
DVE, and it not only affects the workload which
each avatar generated, but also affects the
communication cost among different inter-servers.
Some methods for solving the partitioning problem
have already been mentioned in such reference paper
9 Besides, there are still some improvements
comprising the ad hoc search method which is
proposed in® and several heuristic search methods
U0 The aim of all kinds of methods is to relate the
quality function used in the search method with DVE
system performance. Otherwise, the proposed method
could provide inefficient solutions for the partitioning
problem.

II. Related work
1. Related concepts

7t. Avatar

Under the DVE, we usually use an avatar, which
is a 3D active object, to represent a DVE client in
the virtual world. In order to provide the interactive
capability of a client, the avatar can move or travel
in the virtual world®.

Lt AQI

In general, each avatar only needs to know the
activity that happened near his or her neighbors[g].
AOQI is the region of the virtual world that if there is
any activity happened in this region, the avatar needs
to update its own state and make his or her view
consistent.

2
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Ct.Quality Function CP

MSDVE is a general trend on designing DVE
systemslg]. The massage generated by avatar in
MSDVE can be divided into two kinds: intra-server
massage and inter-server messages. Thus, in order
to design a scalable DVE, we would better minimize
the number of inter-server messages. An excellent
DVE should include more intra-server messages and
fewer inter-server messages.

The partitioning problem can be considered as
distributing  the
avatars) among the different servers in the system .

efficiently workload (assigning
Lui and Chan developed an efficient approach for
finding a good assignment of avatars to servers in
order to ensure both a good assignment of avatars
which generate less workload and the minimum
network traffic in DVE systerns[lz’ 18] They propose
a kind of quality function named as Cp”. Such
quality function Cp could evaluate each partitioning
This quality
function includes two parts. One of function is

strategy (assignment of avatars).

named as Cp which in order to compute the

workload generated by clients in the DVE system.
The other part of the quality function is named as

C% which in order to evaluate the overall number of

inter-server messages. The quality function Cp is
defined™” as

G = WG+ WG

Where W, +W,=1.Wand W,
coefficients that weight the relative importance of the

are two

computational and  communication  workload,

respectively. Wyand W, are tuned values. Different
DVE has different values of W, and W,. Adopting
this quality function (they assume that W;=W, =
05 Lui and Chan propose a technique that the
clients can be dynamically re-assigned to servers
after initial partition”. The technique should be

’periodically executed for adapting the current state of

- (49)

partition. The DVE are on demand as clients can join
or leave the DVE system at any moment, and they
can also move everywhere within the simulated
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virtual world. Lui and Chan also have proposed a
testing platform for the performance evaluation of
DVE systems, as well as a parallelization of the
partitioning algorithm.

£t.Partitioning method

In order to obtain an excellent partitioning method,
we need a low Cp value. Thus, the value of Cp
becomes a evaluation factor of a partitioning method.
Generally, there are two kinds of partitioning
methods: Ad hoc partitioning method and heuristic
partitioning method. One of famous ad hoc
partitioning methods is Linear Optimization Technique
(LOT) and RBP LP CRP which was initially
published by Lui and Chan in® and revisited in™”
from their ideas published in"® about graph theorym.
Besides ad hoc partitioning method, here are also
some heuristic methods®' which show us an
excellent result for partitioning problem in DVE. We
will compare TIP with RBP because RBP is general
initial partitioning method.

2. General problems
MMORPGs may
concurrent players.

of
While in other games, like

involve a great number

strategic and first-person-shooters, the maximum
number of interacting players seldom exceeds a dozen
4 MORPG servers
hundreds, or even thousands of avatars co-existing in
the same virtual world".

The gaming infrastructure is realized by the set of
the distributed the
interaction rules and game management protocols,

usually have to manage

Servers, client applications,
and the interconnecting communication network
infrastructure. The challenging and attractive set of
today’s multiplayer games lets the users to live and
act by pro-actively generating local and personal
action, which any affect every other user within the
game context.

The main problem faced in this work is the
heterogeneity and dynamically in the latency that
could exist on the Internet connections among many
players connected to the distributed multi-servers
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architecture supporting the game execution.

Many policies” ™ could be defined to realize a
ranking evaluation of available servers. Unfortunately,
due to the highly dynamic characteristics of server
loads and network performances, any optimal initial
allocation would soon become sub-optimal.

As an example, network loads, links utilization and
router congestion over generalized multi-purpose
networks and subject to fast and unpredictable
changes, so that any optimal choice at time t may
became suboptimal after few seconds. In practice, the
proposal is to let the client, being connected to one
server, to the “most performance” server evaluated at
runtime. This should be evaluated on the basic of
server-measurement metrics and heuristic polices.

For this reason, the unfaimess problem frequently
leads to a generalized users’ annoyance: slow users
get frustrated because they lose easily despite their
skills, while fast (and fair) users get bored because
they win easily thanks to their network
performances.

In order to avoid such phenomenon of system
saturation, we design a new partitioning method
which quality function Cp with
time-interval and in order to maintain of game

considers

server's Cp fairly and to avoid imbalance of those
Cp.

1. Time=Interval Partitioning Method

1.Method description

We propose a new partitioning method named TIP
(Time-Interval based Partitioning Method) for the
aim that a method can avoid DVE system saturation
and keep off such kinds of situations that unfairness
of game servers. The main idea of this method is
allocating the border avatar to a candidate server
with low imbalanced cost every interval time.

Define as Simulation Time (ST) the time concept
considered for synchronization issues in the
distributed simulation. And assign SN to Number of
Server and S assign to Server. During each ST step
a client can perform at most one move, that is, a
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single command can be sent from the client to the
server with this system. Assumption, can be
controlled the maximum speed of every player under
the faimess of Cp.

The TIP is based on graphic theory, in other
words, an initial partition must be needed which
divides DVE world into several regions 1r11t1a11y[12]
After initial partition, each avatar has an allocated
server and each server can manage many regions
and many avatars in these regions.
implementation, we adopt Recursive
Partition (RBP) as our initial partition first.

The first step in TIP method is to select the
subset of border avatars from the set of all avatars
in the system. A given avatar is selected as a border
avatar if it is assigned to a certain server S in the
initial partition and any of the avatars in its AQI
(Area Of Interest) is assigned to a server different
from it's server.

For each of the border avatars, a list of candidate
servers is constructed which can be considered as
the second step of TIP. This list contains all of the
different servers that the avatars in the same AOI
are assigned to (including the server that the avatar
is currently assigned). At that time, each element in
candidate server list of a border avatar will obtain a
Cp value which is computed for evaluating the
system cost if this border avatar is re-assigned into
this server. Because of the requirement of DVE, the
less Cp value which server possesses, the better
re-assignment solution it is.

The last step is selecting the server with the
lowest value of ev in ranked server list. During this
process, We set an evaluation function (1) for
calculating an evaluation value (ev) of faimess of
game servers in ST. The server with the lowest
value of ev is the allocating server for relative border
avatar.

In our
Bisection

ST ( SN SN
ev=; E (G, (8,)) - Z /SN)} o))

After selects the final allocated server for a border
avatar, TIP will continue working for the next

time-interval after specific ST, TIP will work again
during the interval-time.

2.Experiment

In this section, we present experiment about the
TIP which we discussed in the previous sections and
apply the TIP on both a small and a large scale
virtual world.

We want to simulate MMORPG networks with
thousands clients connected at the same time, where
each client communicates whit at least one server
and each server communicates with every other
server so we implemented, simulator written in java
language.

The dimension of a small virtual world is 8x8
units. The total number of avatars in this world is
equal to 100 and the number of servers is equal to 4.
The dimension of a large virtual world is 64x64
units. The total number of avatars in this world is
equal to 2500 and the number of server is equal to
16. Some parameters which are mentioned about
evaluation function for selecting candidate server in
the previous section also have been tuned. Table 1
shows some parameters as follow

For comparison purposes, we have simulated the
proposed TIP and RBP" these two techniques.

There is no interval time in RBP but in order to
compare with TIP, we define the interval time for
RBP as table 1.

1. Ao A8 Zi2io|H
Table 1. Related Parameters.

Small Virtual Large virtual
world world
f
Amount o 100 9500
avatars
Amount of 4 16
Servers
Time-interval 30sec
interval for RBP 150sec
ST 600sec
A‘.,atalj Uﬁiform Distribution
distribution
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3. Evaluation resuit

Fig 1. and Fig 2. show implementation evaluation
results a small virtual world The map has been
performed initial distribution of uniform.

From the Figl, we can find that both of RBP and
TIP has low ev. It can be observed that the value ev
of each method in DVE almost same data.

We also performed two partitioning methods on
large DVE.

Next,
implementation evaluation results which are obtained
from a large virtual world after implemented RBP
and TIP method. Both of RBP and TIP have been
performed initial distribution of uniform

From the presented data, it can be seen that the
value of ev provided by the TIP method is lower
than the RBP method. TIP prevents an increase of
the ev for performing the re-allocate the border
avatar by time-interval. To perform the RBP by
periods also prevents a increase the ev but it is

we can see the Fig 2. which show
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Fig. 1. Result RBP and TIP in the small world.
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Fig. 2 Result RBP and TIP in the large world.
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expected that performing the RBP very often could
cause the overhead of game serves then TIP Because
TIP is performing only border avatar but RBP
performing every avatar in the game servers.

IV. Conclusion and future work

In this paper, we focus on the field of partitioning
method which as one of efficient issues on improving
performance of DVE. Generally, the partitioning
methods include two kinds: one is ad hoc partitioning
method such as LOT; the other
partitioning method such as Ant Colony System
(ACS), and so on. According to the blank of
considering CPU utilization of server in DVE among

1S heuristic

those partitioning methods, we purposed a new
partitioning method TIP in order to prevent DVE
from saturation. We simulated the
partitioning method TIP and also compared with the
other method Recursive Bisection Partition (RBP)
both on a small virtual world and a large virtual
world. We performed uniform distribution as avatar
distribution. The results show us that TIP method
presents a balancing state of participant servers in
DVE and keeps away from system saturation. The
method TIP could select a suitable allocated server to
each border avatar based on the aim of balancing

proposed

server ev in DVE.

As our future work, we propose to perform the
similar simulations based on other different avatar
distributions. And as some parameters in evaluation
function of TIP method should be tuned, since now,
we are still looking for the best value for the TIP.
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