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MULTIPLE SOLUTIONS FOR A CLASS OF THE

SYSTEMS OF THE CRITICAL GROWTH SUSPENSION

BRIDGE EQUATIONS

Tacksun Jung and Q-Heung Choi∗

Abstract. We show the existence of at least two solutions for a
class of systems of the critical growth nonlinear suspension bridge
equations with Dirichlet boundary condition and periodic condition.
We first show that the system has a positive solution under suit-
able conditions, and next show that the system has another solution
under the same conditions by the linking arguments.

1. Introduction

In this paper we consider the multiplicity of the solutions for the fol-
lowing class of systems of the critical growth nonlinear suspension bridge
equations with Dirichlet boundary condition and periodic condition



utt + uxxxx + av+ =
2α

α + β
uα−1
− vβ

− + φ00 + ε1h1(x, t)

in (−π/2, π/2)×R,

vtt + vxxxx + bu+ =
2β

α + β
uα
−vβ−1

− + φ00 + ε2h2(x, t)

in (−π/2, π/2)×R, (1.1)

u(±π

2
, t) = uxx(±π

2
, t) = v(±π

2
, t) = vxx(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t),

v(x, t + π) = v(x, t) = v(−x, t) = v(x,−t),
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where α, β > 1 are real constants, u+ = max{u, 0}, u− = min{−u, 0},
ε1, ε2 are small numbers and h1(x, t), h2(x, t) are bounded, π-periodic
in t and even in x and t and ‖h1‖ = ‖h2‖ = 1. Here φ00 is the eigen-
function corresponding to the positive eigenvalue λ00 = 1 of the eigen-
value problem utt + uxxxx = λmnu with u(±π

2
, t) = uxx(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t).
McKenna and Walter([6]) found the physical model of jumping prob-

lem from a bridge suspended by cables under a load. The nonlinear
suspension bridge equation with length π is as follows

utt + uxxxx + bu+ = f(x, t) in (−π

2
,
π

2
)×R,

u(±π

2
, t) = uxx(±π

2
, t) = 0.

This equation represents a bending beam supported by cables under a
load f. The constant b represents the restoring force if the cables stretch.
The nonlinearity u+ models the fact that cables resist expansion but
do not resist compression. Choi and Jung ([3], [4], [5]) investigate the
existence and multiplicity of solutions for the single nonlinear suspension
bridge equation with Dirichlet boundary condition. The system (1.1) can
be rewritten by




Utt + Uxxxx +∇(1
2
(AU+, U))

= ∇( 2
α+β

uα
−vβ

−) +
(

φ00+ε1h1(x,t)
φ00+ε2h2(x,t)

)
, (1.2)

U(±π
2
, t) = Uxx(±π

2
, t) =

(
0
0

)
,

U(x, t + π) = U(x, t) = U(−x, t) = U(x,−t),

where U =
(

u
v

)
, U+ =

(
u+

v+

)
, Utt + Uxxxx =

(
utt+uxxxx

vtt+vxxxx

)
, A =

(
0 a
b 0

)
∈

M2×2(R).
The eigenvalue problem for u(x, t),

utt + uxxxx = λu in (−π

2
,
π

2
)×R,

u(±π

2
, t) = uxx(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t)

has infinitely many eigenvalues

λmn = (2n + 1)4 − 4m2 (m,n = 0, 1, 2, . . .)
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and corresponding normalized eigenfunctions φmn (m,n ≥ 0) given by

φ0n =

√
2

π
cos(2n + 1)x for n ≥ 0,

φmn =
2

π
cos 2mt · cos(2n + 1)x for m > 0, n ≥ 0.

We can check easily that the eigenvalues in the interval (-19,45) are given
by

λ20 = −15 < λ10 = −3 < λ00 = 1 < λ41 = 17

We assume that

λ2
mn + ab 6= 0 for all m,n with (m,n) 6= (0, 0), (1.3)

a < 0, b < 0, (1.4)
√

ab < 1. (1.5)

Our main result is the following:

Theorem 1. Assume that the conditions (1.3), (1.4) and (1.5) hold.
Then, for each h1(x, t), h2(x, t) ∈ H0 with ‖h1(x, t)‖ = 1, ‖h2(x, t)‖ = 1,
there exist small numbers ε̄1 > 0 and ε̄2 > 0 such that for any (ε1, ε2) with
ε1 < ε̄1 and ε2 < ε̄2, system (1.1) has at least two nontrivial solutions,
one of which is a positive U0 =

(
u0

v0

)
with u0 > 0 and v0 > 0, where H0

is introduced in section 2.

In section 2, we show that system (1.1) has a positive solution by
direct computation and operator theory. In section 3, we approach the
variational method and recall the critical point theorem which is the
linking theorem for the strongly indefinite functional to find the second
solution. In section 4, we prove the existence of the second solution of
(1.1).

2. Existence of a positive solution

Let Q be the square [−π
2
, π

2
]×[−π

2
, π

2
] and H0 the Hilbert space defined

by

H0 = {u ∈ L2(Q)| u is even in x and t and

∫

Q

u = 0}.
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The set of functions {φmn} is an orthonormal basis in H0. Let us denote
an element u, in H0, by

u =
∑

hmnφmn.

We define a Hilbert space H as follows

H = {u ∈ H0 :
∑
mn

|λmn|h2
mn < ∞}.

Then this space is a Banach space with norm

‖u‖2 = [
∑

|λmn|h2
mn]

1
2 .

Let us set E = H ×H. We endow the Hilbert space E the norm

‖(u, v)‖2
E = ‖u‖2 + ‖v‖2 ∀(u, v) ∈ E.

We are looking for the weak solutions of (1.1) in E, that is, (u, v) such

that u ∈ H, v ∈ H, utt + uxxxx + av+ = 2α
α+β

uα−1
− vβ

− + ψ00 + ε1h1(x, t),

vtt + vxxxx + bu+ = 2β
α+β

uα
−vβ−1

− + ψ00 + ε2h2(x, t).

Since |λmn| ≥ 1 for all m, n, we have that

Lemma 1. (i) ‖u‖ ≥ ‖u‖L2(Q), where ‖u‖L2(Q) denotes the L2 norm
of u.
(ii) ‖u‖ = 0 if and only if ‖u‖L2(Q) = 0.
(iii) utt + uxxxx ∈ H implies u ∈ H.

Lemma 2. Suppose that c is not an eigenvalue of L, Lu = utt +uxxxx,
and let f ∈ H0. Then we have (L− c)−1f ∈ H.

Proof. When n is fixed, we define

λ+
n = inf

m
{λmn : λmn > 0} = 8n2 + 8n + 1,

λ−n = sup
m
{λmn : λmn < 0} = −8n2 − 8n− 3.

We see that λ+
n → +∞ and λ−n → −∞ as n → ∞. Hence the number

of elements in the set {λmn : |λmn| < |c|} is finite, where λmn is an
eigenvalue of L. Let

f =
∑

hmnφmn.

Then

(L− c)−1f =
∑ 1

λmn − c
hmnφmn.
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Hence we have the inequality

‖(L− c)−1f‖ =
∑

|λmn| 1

(λmn − c)2
h2

mn ≤ C
∑

h2
mn

for some C, which means that

‖(L− c)−1f‖ ≤ C1‖f‖L2(Q), C1 =
√

C.

Lemma 3. Assume that the conditions (1.3) and (1.4) hold. Then
the system




utt + uxxxx +av = φ00 in (−π
2
, π

2
),

vtt + vxxxx +bu = φ00 in (−π
2
, π

2
), (2.1)

u(±π
2
, t) = uxx(±π

2
, t) = v(±π

2
, t) = vxx(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t),
v(x, t + π) = v(x, t) = v(−x, t) = v(x,−t),

has a positive solution (u∗, v∗) ∈ E, which is of the form

u∗ = [
−a

λ00

−b + λ00

λ2
00 − ab

+
1

λ00

]φ00, (2.2)

v∗ = [
−b + λ00

λ2
00 − ab

]φ00.

Proof. We note that (u∗, v∗) is a solution of the system (2.1) with
u∗ > 0 and v∗ > 0.

Define LU = (Lu,Lv), Lu = utt + uxxxx. We need to find a spectral
analysis for the linear operator LU + AU . The following lemma need a
simple ‘Fourier Series’ argument.

Lemma 4. Let a, b ∈ R and let Lab : H ×H → H0 ×H0 be defined
by Lab(u, v) = (Lu + av, Lv + bu). For µ ∈ R we have
(a) if (λmn − µ)2 6= ab for every m, n, then

(Lab − µI)−1 : H0 ×H0 → H0 ×H0

is well defined and continuous;
(b) if (λmn − µ)2 = ab for some m, n, then

Ker(Lab − µI) = span{φmn : (λmn − µ)2 = ab};
moreover if Xµ = span{φmn : (λmn − µ)2 6= ab}, then

(Lab − µI)−1 : Xµ ×Xµ → Xµ ×Xµ
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is well defined and continuous.
Notice that if ab < 0, the second alternative can never occur.

Proof. To prove (a) we take (f, g) in H0 × H0. We can write f =∑
mn fmnφmn with

∑
mn f 2

mn < +∞ and g =
∑

mn gmnφmn with
∑

mn g2
mn <

+∞. We define, for m, n integers,

umn =
(λmn − µ)fmn − agmn

(λmn − µ)2 − ab
, vmn =

(λmn − µ)gmn − bfmn

(λmn − µ)2 − ab
,

which make sense since (λmn − µ)2 6= ab for every m, n. We have

|umn| ≤ C

|λmn|(|fmn|+ |gmn|) =⇒ λ2
mnu

2
mn ≤ C1(f

2
mn + g2

mn)

for suitable constants C, C1 not depending on mn. The same inequality
applies for vmn. So if u =

∑
mn umnφmn, v =

∑
mn vmnφmn, then (u, v) ∈

H × H. Arguing componentwise it is simple to check that Lab(u, v) −
µI(u, v) = (f, g). So (Lab − µI)−1 : H0 ×H0 → H0 ×H0 is well defined.
To prove (b) we first observe that if (λmn − µ)2 = ab, then (Lab −
µI)φmn = 0, as one can easily check. Secondly given (f, g) in Xµ we
can argue as in the first case since fmn = gmn = 0 for all mn such that
(λmn − µ)2 = ab. This allows to define umn and vmn as before for all
mn such that (λmn − µ)2 6= ab and umn = vmn = 0 for all mn such that
(λmn − µ)2 = ab.

Using Lemma 2.4 with the case µ = 0 we can easily derive Lemma
2.5

Lemma 5. Assume that the conditions (1.3) and (1.4) hold. Then
for each h1(x, t), h2(x, t) ∈ H0 with ‖h1‖ = 1 and ‖h2‖ = 1, there exist
small numbers ε1 and ε2 such that system

the system




utt + uxxxx +av = ε1h1(x, t),
vtt + vxxxx +bu = ε2h2(x, t), (2.3)
u(±π

2
, t) = uxx(±π

2
, t) = v(±π

2
, t) = vxx(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t),
v(x, t + π) = v(x, t) = v(−x, t) = v(x,−t),

has a unique solution (uε1ε2 , vε1ε2) ∈ E = H ×H.
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Proof of the existence of a positive solution

By Lemma 2.3 and Lemma 2.5, (u∗ + uε1ε2 , v∗ + vε1ε2) is a solution of
the system





utt + uxxxx +av = φ00 + ε1h1(x, t),
vtt + vxxxx +bv = φ00 + ε2h2(x, t), (2.4)
u(±π

2
, t) = uxx(±π

2
, t) = v(±π

2
, t) = vxx(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t),
v(x, t + π) = v(x, t) = v(−x, t) = v(x,−t),

where u∗ = [ −a
λ00

−b+λ00

λ2
00−ab

+ 1
λ00

]φ00 > 0, v∗ = [−b+λ00

λ2
00−ab

]φ00 > 0. By Lemma

2.4, uε1ε2 ∈ H and vε1ε2 ∈ H. Since the elements of H lies in C1, the
elements uε1ε2 , vε1ε2 ∈ C1. Thus we can find small numbers ε̄1 and ε̄2

such that for any (ε1, ε2) with ε1 < ε̄1 and ε2 < ε̄2, u∗ + uε1ε2 > 0 and
v∗ + vε1ε2 > 0, which is also a positive solution of system (1.1).

3. Variational approach

Now we are looking for the other weak solutions of system (1.1). To
find the other nontrivial weak solutions of system (1.1) we approach the
variational method and recall the linking theorem for the strongly in-
definite functional. We observe that the weak solutions of (1.1) coincide
with the critical points of the corresponding functional

I : E → R ∈ C1,1,

I(U) =
1

2

∫

Q

LU · Udxdt +
1

2

∫

Q

(AU+, U)R2dxdt− 2

α + β

∫

Q

uα
−vβ

−dxdt

−
∫

Q

(φ00 + ε1h1(x, t))udxdt−
∫

Q

(φ00 + ε2h2(x, t))vdxdt. (3.1)

We notice that the solution (u, v) of system (1.1) is of the form (u, v) =
(ū, v̄)+(u0, v0), where (u0, v0) is a positive solution with u0 = u∗+uε1ε2 >
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0 and v0 = v∗+vε1ε2 > 0, and (ū, v̄) is a nontrivial solution of the system




utt + uxxxx + a(v + v0)+ − av0 = 2α
α+β

(u + u0)
α−1
− (v + v0)

β
−

in (−π
2
, π

2
)× (−π

2
, π

2
),

vtt + vxxxx + b(u + u0)+ − bu0 = 2β
α+β

(u + u0)
α
−(v + v0)

β−1
−

in (−π
2
, π

2
)× (−π

2
, π

2
), (3.2)

u(±π
2
, t) = v(±π

2
, t) = 0,

u(x, t + π) = u(x, t) = u(−x, t) = u(x,−t),
v(x, t + π) = v(x, t) = v(−x, t) = v(x,−t),

Thus it suffices to find the nontrivial solution of system (3.2). We observe
that the weak solutions of (3.2) are the critical points of the functional

J : E → R ∈ C1,1,

J(U) =
1

2

∫

Q

LU · Udxdt +
1

2

∫

Q

(A(U + U0)+, U)R2dxdt

−
∫

Q

(AU0, U)R2dxdt− 2

α + β

∫

Q

(u + u0)
α
−(v + v0)

β
−dxdt, (3.3)

where (U + U0)+ =
(
(u+u0)+
(v+v0)+

)
. Thus we shall find the critical points for

J . Now we recall the linking theorem for strongly indefinite functional
(cf. [8]).

Lemma 6. (Linking Theorem)
Let E be a real Hilbert space with E = E1 ⊕ E2 and E2 = E⊥

1 . We
suppose that
(J1) J ∈ C1(E, R), satisfies (P.S.)∗ condition, and
(J2) J(u) = 1

2
(Lu, u)+ bu, where Lu = L1P1u+L2P2u and Li : Ei → Ei

is bounded and selfadjoint, i = 1, 2,
(J3) b′ is compact, and
(J4) there exists a subspace Ẽ ⊂ E and sets S ⊂ E, T ⊂ Ẽ and constants
γ > w such that,

(i) S ⊂ E1 and J |S ≥ γ,
(ii) T is bounded and J |∂T ≤ w,
(iii) S and ∂T link.

Then J possesses a critical value c ≥ γ.

Let E−, E0, E+ be the subspaces of E on which the functional U 7→
1
2

∫
Q
LU · U is negative definite, null, positive definite and E−, E0 and

E+ are mutually orthogonal. Let P+ be the projection for E onto E+,
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P 0 the one from E onto E0 and P− the one from E onto E−. Let (En)n

be a sequence of closed subspaces of E with the conditions:

En = E−
n ⊕ E0 ⊕ E+

n , where E+
n ⊂ E+, E−

n ⊂ E− for all n, (3.4)

(E+
n and E−

n are subspaces of E), dim En < +∞, En ⊂ En+1,∪n∈NEn

is dense in E. Let PEn be the orthogonal projections from E onto En.

Let us define

Cα,β(Q) = inf
(u,v)∈E\(0,0)

∫
Q
LU · Udxdt

(
∫

Q
|u|α|v|βdxdt)

2
α+β

, for U = (u, v). (3.5)

Let us prove that the functional J satisfies the linking geometry.

Lemma 7. Assume that the conditions (1.3), (1.4) and (1.5) hold.
Then
(i) there exist a number ρ > 0 and a small ball Bρ ⊂ E+ with radius ρ
such that if U ∈ ∂Bρ, then

inf
U∈∂Bρ

J(U) > 0,

(ii) there is an e ∈ E+, R > ρ and a large ball DR ⊂ E0 ⊕ E− with
radius R > 0 such that if

W = (D̄R ∩ (E0 ⊕ E−))⊕ {re| , e ∈ E+, 0 < r < R},
then

sup
U∈∂W

J(U) ≤ 0.

Proof. (i) By (3.5), for U ∈ E+

J(U) =
1

2

∫

Q

LU · U +
1

2

∫

Q

(A(U + U0)+, U)R2 −
∫

Q

(AU0, U)R2

− 2

α + β

∫

Q

(u + u0)
α
−(v + v0)

β
−dxdt

=
1

2

∫

Q

LU · U +
1

2

∫

Q

(AU,U)R2 +
1

2

∫

Q

(A(U + U0)−, U)R2

− 2

α + β

∫

Q

(u + u0)
α
−(v + v0)

β
−dxdt
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Since a < 0, b < 0 and (A(U + U0)−, U)R2 ≥ (AU−, U−)R2 , we have

J(U) ≥ 1

2

∫

Q

LU · U +
1

2

∫

Q

(AU,U)R2 − 1

2

∫

Q

(AU−, U−)R2

− 2

α + β
(C(α,β)(Q))−

α+β
2 ‖U‖α+β

E

=
1

2

∫

Q

LU · U +
1

2

∫

Q

(AU+, U+)R2 − 2

α + β
(C(α,β)(Q))−

α+β
2 ‖U‖α+β

E

≥ 1

2

1

λ00

‖U‖2
E −

√
ab‖U+‖2

L2(Q −
2

α + β
(C(α,β)(Q))−

α+β
2 ‖U‖α+β

E

≥ 1

2

1−
√

ab

λ00

‖U‖2
E −

2

α + β
(C(α,β)(Q))−

α+β
2 ‖U‖α+β

E

Since
√

ab < 1 = λ00 and α + β > 2, there exist a small number ρ > 0
and a small ball Bρ ⊂ E+ with radius ρ such that if U ∈ ∂Bρ ⊂ E+,
then inf J(U) > 0.
(ii) Let us choose an element e ∈ E+. Let us fix Ũ = (ũ, ṽ) = P−Ũ+re(6=
(0, 0)) ∈ E0 ⊕ E− ⊕ {re| 0 < r} such that∫

Q

(ũ + 1)α
−(ṽ + 1)β

− > 0. (3.6)

For s > 0 we have

J(sŨ) =
s2

2

∫

Q

LŨ · Ũdxdt +
s2

2

∫

Q

(A(Ũ +
U0

s
)+, Ũ)R2

−s

∫

Q

(AU0, Ũ)R2dxdt− 2

α + β
sα+β

∫

Q

(ũ +
u0

s
)α
−(ṽ +

v0

s
)β
−dxdt

Since a < 0, b < 0 and (A(Ũ + U0

s
)+, Ũ)R2 ≤ (AŨ+, Ũ+)R2 , we have that

J(sŨ) ≤ s2

2
(−3)‖P−Ũ‖2

L2(Q)+
s2

2

∫

Q

(A(P−Ũ+, P−Ũ+)R2+
s2

2
λmn‖re‖2

L2(Q)

+
s2

2

∫

Q

(A(re)+, (re)+)R2 − s

∫

Q

(AU0, Ũ)R2dxdt

− 2

α + β
sα+β

∫

Q

(ũ +
u0

s
)α
−(ṽ +

v0

s
)β
−dxdt

≤ s2

2
(−3 +

√
ab)‖P−Ũ‖2

L2(Q) +
s2

2
(λmn +

√
ab)‖re‖2

L2(Q)
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−s

∫

Q

(AU0, Ũ)R2dxdt− 2

α + β
sα+β

∫

Q

(ũ +
u0

s
)α
−(ṽ +

v0

s
)β
−dxdt

for some λmn > 0 Choosing s1 > 0 such that u0(x,t)
s1

, v0(x,t)
s1

≥ 1, ∀(x, t) ∈
Q, we get, by (3.6) that the last integral in the inequality above is
positive for s ≤ s1 since α + β > 2. Since α + β > 2, J(sŨ) → −∞
as s → ∞. Therefore we can choose a large number R > 0 and a large
ball (DR ⊂ E0 ⊕ E−)⊕ {re| 0 < r < R} with radius R > 0 such that if
U ∈ ∂(D̄R ∩ E0 ⊕ E−) ⊕ {re| 0 < r < R}, then sup J(U) ≤ 0. So the
assertion (ii) hold. Thus the lemma is proved.

We shall prove that the functional J satisfies the (P.S.)∗c condition
with respect to (En)n for any c ∈ R.

Lemma 8. Assume that the conditions (1.3), (1.4) and (1.5) hold.
Then the functional J satisfies the (P.S.)∗c condition with respect to
(En)n for any real number c.

Proof. Let c ∈ R and (hn) be a sequence in N such that hn → +∞,
(Un)n be a sequence such that

Un = (un, vn) ∈ Ehn ,∀n, J(Un) → c, PEhn
∇J(Un) → 0.

We claim that (Un)n is bounded. By contradiction we suppose that

‖Un‖E → +∞ and set Ûn = Un

‖Un‖E
. Then

〈PEhn
∇J(Un), Ûn〉 = 2

J(Un)

‖Un‖E

−
∫

Q
( 2α

α+β
(un + u0)

α−1
− (vn + v0)

β
−un + 2β

α+β
(un + u0)

α
−(vn + v0)

β−1
− vn

‖Un‖E

− 4
α+β

(un + u0)
α
−(vn + v0)

β
−)dxdt

‖Un‖E

−→ 0.

Hence∫
Q
( 2α

α+β
(un + u0)

α−1
− (vn + v0)

β
−un + 2β

α+β
(un + u0)

α
−(vn + v0)

β−1
− vn)dxdt

‖Un‖E

−
4

α+β

∫
Q
(un + u0)

α
−(vn + v0)

β
−dxdt

‖Un‖E

−→ 0.
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Since ‖Un‖E →∞ and
4

α+β

∫
Q(un+u0)α

−(vn+v0)β
−dxdt

‖Un‖E
is bounded in Q,

grad(
∫

Q
2

α+β
(un + u0)

α
−(vn + v0)

β
−dxdt) · Un

‖Un‖E

converges to 0

and Ûn ⇀ 0. We get

PEhn
∇J(Un)

‖Un‖E

= PEhn

∫

Q

[LÛn + A(Ûn +
U0

‖Un‖E

)+ − A
U0

‖Un‖E

]

−
PEhn

grad(
∫

Q
2

α+β
(un + u0)

α
−(vn + v0)

β
−dxdt)

‖Un‖E

−→ 0,

so PEhn
LÛn + A(Ûn + U0

‖Un‖E
)+ − A U0

‖Un‖E
converges. Since (Ûn)n and

U0

‖Un‖E
are bounded and L and A are compact mappings, up to subse-

quence, (Ûn)n has a limit. Since Ûn ⇀ (0, 0), we get Ûn → (0, 0), which

is a contradiction to the fact that ‖Ûn‖E = 1. Thus (Un)n is bounded.
We can now suppose that Un ⇀ U for some U ∈ E. Since the map-
ping U 7→ grad(

∫
Q

2
α+β

(un + u0)
α
−(vn + v0)

β
−dxdt) is a compact mapping,

grad(
∫

Q
2

α+β
(un + u0)

α
−(vn + v0)

β
−dxdt) −→ grad(

∫
Q

2
α+β

(u + u0)
α
−(v +

v0)
β
−dxdt). Thus (PEhn

(LUn + A(Un + U0)+)n converges. Since L and
A are compact operators and (Un)n is bounded, we deduce that, up
to a subsequence, (Un)n converges to some U strongly with ∇J(U) =
lim∇J(Un) = 0. Thus we prove the lemma.

4. Existence of the second solution

We note that J(0, 0) = 0 and (u, v) 7→ grad( 2
α+β

∫
Q
(u + u0)

α
−(v +

v0)
β
−dxdt) is a compact mapping. By Lemma 3.2, there exist a small

number ρ > 0 and a small ball Bρ ⊂ E0 ⊕ E+ with radius ρ such
that if U ∈ ∂Bρ, then γ = inf J(U) > 0, and there is an e ∈ E+,
R > ρ > 0 and a large ball DR with radius R > 0 such that if W =
(D̄R ∩ (E0 ⊕ E−)) ⊕ {re| 0 < r < R}, then supU∈∂W J(U) ≤ 0. Let us
set τ = supW J . We note that τ < +∞. Let (En)n be a sequence of
subspaces of E satisfying (3.4). Clearly E0 ⊂ En for all n, and ∂Bρ and
∂W link. We have, for all n ∈ N ,

γ ≤ sup
∂W∩En

J < inf
∂Bρ∩En

J.
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Moreover, by Lemma 3.3, Jn = J |En satisfies the (P.S.)∗c condition for
any c ∈ R. Thus by Lemma 3.1 (Linking Theorem), there exists a critical
point (un, vn) for Jn with

γ ≤ inf
∂Bρ∩En

J ≤ J(un, vn) ≤ sup
W∩En

J ≤ τ.

Since Jn satisfies the (P.S.)∗c condition, we obtain that, up to a subse-
quence, (un, vn) → (ū, v̄), with (ū, v̄) a critical point for J such that
γ ≤ J(ū, v̄) ≤ τ . Hence (ū, v̄) 6= (0, 0). Thus the functional I has two
nontrivial solutions, one of which is a positive solution (u0, v0) and the
second solution of which is (ū + u0, v̄ + v0). Thus system (1.1) has at
least two nontrivial solutions. Thus Theorem 1.1 is proved.
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