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THE NON-EXISTENCE AND EXISTENCE OF POSITIVE
SOLUTION TO THE COOPERATION MODEL WITH
GENERAL COOPERATION RATES

JooN HYukK KANG AND JUNGHO LEE*

ABSTRACT. The non-existence and existence of the positive solution
for the generalized cooperation biological model for two species of
animals

Au+ula—bu+g(v)) =0 in

Av+v(d+h(u) —cv) =0 in Q

u=v=0 on 0,
are investigated. The techniques used in this paper are elliptic the-
ory, upper-lower solutions, maximum principles and spectrum esti-
mates. The arguments also rely on some detailed properties for the
solution of logistic equations.

1. Introduction

A lot of research has been focused on reaction-diffusion equations
modeling of the elliptic steady states of cooperative interacting processes
with Dirichlet boundary conditions. Our knowledge about the existence
of positive solutions is limited to somewhat rather special systems, whose
relative growth rates are linear; the results established are only for the
following cooperation models(see [1],[2],[3],[4],[5].)

Au+u(a—bu+cv) =0 in Q
Av+v(d+eu— fv)=0 in Q
u=v=0 on 0,
where Q is a bounded domain in RY with smooth boundary 09, a,d > 0
are reproduction rates, b, f > 0 are self-limitation rates and c,e > 0 are
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cooperation rates.
The question in this paper concerns the existence of positive coexistence
when the cooperation growth rates are nonlinear, more precisely, the
existence of the positive steady
state of
Au+u(a —bu+g(v)) =0 in Q
Av+v(d+ h(u) —cv) =0 in Q
u=v=0 on 0f),

where €2 is a bounded domain in RY with smooth boundary 9%, b, ¢ are
positive constants, g, h € C! are strictly increasing, and ¢(0) = h(0) = 0.
In section 3, we will see when they can not coexist, that is, some suffi-
cient conditions that either one of the species is excluded by the other
using a Maximum Principles and spectrum theory. In section 4, we pro-
vide the coexistence region of the reproduction rates (a,d) by virtue of
Maximum Principles, upper-lower solutions method and the properties
of the logistic equation.

2. Preliminaries

In this section, we state some preliminary results which will be useful
for our later arguments.

DEFINITION 2.1. (upper and lower solutions)

(1) { Au+ f(z,u) =0 in Q,

where f € C*(Q x R) and Q is a bounded domain in R".
(A) A function u € C**(Q) satisfying

At + f(z,u) <0 in Q,
toq > 0

ulgn =0

is called an upper solution to (1).
(B) A function u € C**(Q) satisfying

Au+ f(z,u) >0 in Q,
ulon <0

is called a lower solution to (1).
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LEMMA 2.1. Let f(x,£) € C*(QxR) and let u,u € C**(Q) be respec-
tively, upper and lower solutions to (1) which satisfy u(z) < u(x),x € 2.
Then (1) has a solution v € C**(Q) with u(r) < u(z) < u(z),z € Q.

LEMMA 2.2. (The first eigenvalue)

—Au+q(x)u=Au in Q,
ulpn = 0,

(2)

where q(zx) is a smooth function from € to R and € is a bounded domain
in R™.

(A) The first eigenvalue \(q), denoted by simply Ay when q¢ = 0, is
simple with a positive eigenfunction.

(B) If 1(x) < qo(x) for all x € 2, then A\ (q1) < Ai(qa).

(C)(Variational Characterization of the first eigenvalue)

_ - JoIVOP + qé?)da
Mla) = ¢ewﬁf§5§,¢¢o Jo ¢?da
(D) If a(x) € C(Q),a(z) > 0(x € Q) and a € R, then
lim A\ (aa(z)) = +o0.

a—-+00
LEMMA 2.3. Ifa(z) € C*(Q) for some o € (0, 1) and A (—A+a(z)) >
0,w € C?(Q) and satisfies

—Aw+a(x)w >0 in Q
w=0 on 0N.

Then w > 0 in €.

LEMMA 2.4. (Maximum Principles)

Lu—ZaU Dlju—l—Zal )Diu+ a(z)u = f(x) in Q,

7,7=1
where €2 is a bounded domain in R".
(M1) 0Q € C**(0 < o < 1)
(M2) |aij(x)]a, |ai()]a; |a(z)|a < M(i,j =1,...,n)
(M3) L is uniformly elliptic in €, with ellipticity constant =, i.e., for
every x € Q and every real vector £ = (&1, ..., &,)

n

Z a;; ()& > VZ &
=1

ij=1
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Let uw € C*(Q2) N C(Q) be a solution of Lu > 0(Lu < 0) in Q.

(A) If a(x) = 0, then maxgp u = maxgg u(ming u = mingg u).

(B) If a(z) <0, then maxgu < maxgpg u’ (ming u > — maxsg u~),
where vt = max(u,0),u” = — min(u, 0).

(C) If a(x) = 0 and u attains its maximum (minimum) at an interior
point of ), then u is identically a constant in ).

(D) If a(x) < 0 and u attains a nonnegative maximum (nonpositive
minimum) at an interior point of €2, then w is identically a constant in

Q.

We also need some information on the solutions of the following lo-
gistic equations.

LEMMA 2.5.
Au+uf(u) =0 in Q,
{ u|aQ =0,u >0,

where f is a decreasing C' function such that there exists ¢y > 0 such
that f(u) <0 for u > ¢ and ) is a bounded domain in R".

If f(0) > Ay, then the above equation has a unique positive solution,
where \1 is the first eigenvalue of —A with homogeneous boundary con-
dition. We denote this unique positive solution as 0.

The main property about this positive solution is that 6; is increasing
as f is increasing.

Especially, for a > \{, we denote 6, as the unique positive solution of
Au+u(a—u)=0 in Q,
u‘ag =0,u>0.

Hence, 6, is increasing as a > 0 is increasing.

3. Nonexistence of steady state

We consider
Au+u(a—bu+g(v)) =0 in Q
(3) Av+ov(d+ h(u) —cv) =0 in Q
u=v=0 on 0f),

where € is a bounded domain in RY with smooth boundary 9%, b, ¢ are
positive constants, g, h € C! are strictly increasing, and g(0) = h(0) = 0.
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By virtue of Lemma 2.3, we have the following estimates of solutions to

(3).
LEMMA 3.1. Let (u,v) be a solution of (3).

[inf(¢") + 1]v.

(1) Ifa > d,0 <b<1,¢c>1, then [sup(h') + 1]u
1u < [sup(g') +1]v.

>
(2)Ifa <d,0<c<1,b>1, then [inf(h') + 1ju <

ProoOF. (1) Let w = [sup(h’) 4+ 1]u — [inf(¢') + 1]v. By the mean value
theorem and the fact g(0) = h(0) = 0, we have

sup(h')u > h(u),inf(g")v < g(v).
Hence,

—Aw + (—d + bu + cv)w
= —[sup(h) + 1JAu + [inf(¢') + 1]Av + (—d + bu + cv)[sup(h') + 1]u
—(—d + bu + cv)[inf(¢') + 1]v
[sup(h') + 1]au + [sup(h’) 4+ 1jug(v) — [inf(¢’) 4+ 1]dv — [inf(g") + 1vh(u)
—[sup(h’) + 1]du + [sup(h’) + 1]cuv + [inf(¢’) + 1]dv — [inf(g") + 1]buv
h(uw)g(v) + ug(v) — g(v)h(u) — vh(u) + cvh(u) — bug(v) + cuv — buw
gg(v)(l —b) —vh(u)(1 —c)+ (c — buv

vV IV

Since (u,v) is a positive solution of (3), from the monotonicity of the
first eigenvalue,

M(—A —d+bu+cv) > A (—A—d—h(u) + cv) =0.

Hence, 2.3 implies w > 0 and we get the desired result.

(2) Let w = [sup(¢’) + 1]v — [inf(RA') + 1Ju. By the mean value theorem
and the fact g(0) = h(0) = 0, we have

inf(h")u < h(u),sup(g’)v > g(v).
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Hence,

—Aw + (—a + bu + cv)w

—(—a+ bu + cv)[inf(h') +
[sup(g’) + 1]dv + [sup(g’) +
—[sup(g') + Ljav + [sup(g') +
g(v)h(u) + vh(u) —

AVANIINAY]

0.

1u

1o

h(u)g(v) = ug(v) +
vh(u)(1 —c¢) —ug(v)(1 —b) +
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—[sup(¢’) + 1]Av + [inf(Rh') + 1]Au + (—a + bu + cv)[sup(¢’) + 1]v

h(u) — [inf(h') + 1]au — [inf(R") 4+
1buv + [inf(h') 4+ 1]au — [inf(h') +

]} ug(v)
g(v)bu — h(u)cv + buv — cuv
(b — c)uv

Since (u,v) is a positive solution of (3), from the monotonicity of the

first eigenvalue,

M(—A —a+bu+cv) > A\ (—A —a+bu—g(v)) =0.

Hence, the Lemma 2.3 implies w > 0 and we get the desired result.

Now, we have the following nonexistence results.

THEOREM 3.2. Let a,d > ).

(i) Ifa>d,0 <b<1,¢c>1andinf(h')inf(¢") + inf(h’) — csup(h’) > ¢,
then (3) has no positive solution.

(ii) If a < d,0 < ¢ < 1,b > 1 and inf(¢’) inf(h') + inf(¢") — bsup(¢’)

then (3) has no positive solution.

PROOF.

> b,

(i) From (1) of Lemma 3.1, we have [sup(h’) + 1Ju > [inf(¢') +

1]v. Hence, by the mean value theorem and the assumption,

0

AV

Av+ v(d +

[inf(h

Av + v(d + h(u) — cv)
Av +v(d + inf(h)u

N c[sup(h’)Jrl]u)
inf(g’)+1
h')inf(g’)+inf(h')—c sup(h’)fc]u)

Av + dv.

AV

inf(g’)+1

By multiplying ¢; to the both sides, we have

(d—)\l)/Qv(bl:/Q@(Av—kdv) <0

Hence d < Ay, which is a contradiction to our assumption.

(ii) From (2) of Lemma 3.1, we have [inf(h") +

1Ju < [sup(g') + Lv.
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Hence, by the mean value theorem and the assumption,

0

Au+u(a+ g(v) — bu)

. blsup(g’ v
> Autula+inf(g) — ApEl)
— Aut U(CL + [inf(g’) inf(h )ij;?(l]ig;]_gl_bsup(g )_b]v)
> Au+ au.

By multiplying ¢; to the both sides, we have

(a—)\l)/ﬂuqﬁlz/gqﬁl(Au—l—au) < 0.

Hence a < Ay, which is a contradiction to our assumption.

4. Existence region for steady state

We consider
Au+u(a —bu+g(v)) =0 in Q
(4) Av+ov(d+ h(u) —cv) =0 in Q
u=v=0 on 01,

where € is a bounded domain in R with smooth boundary 052, b, c are
positive constants, g,h € C! are strictly increasing, g(0) = h(0) = 0,
and be > sup(g’) sup(h').

First, we see that the two species can not coexist when the reproduction
capacities are not strong enough.

THEOREM 4.1. Suppose a < \i,d < Aq.
Then uw = v = 0 is the only nonnegative solution to (4).

PROOF. Let (u,v) be a nonnegative solution to (4). By the Mean Value
Theorem, there are u, v such that

9(v) = g(v) — g(0) = g'(v)v
h(u) = h(u) — h(0) = ' (T)u.

Hence, (4) implies that

Au+ ula —bu+ ¢'(v)v)

0 in €,
Av+v(d—cv+ b (t)u) =0 in Q

in
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Hence,
Au + u(a — bu +sup(¢’)v) >0 in Q,
Av +v(d — cv +sup(h/)u) >0 in Q
Therefore,
sup(h’)p1Au + sup(h')pru(a — bu + sup(g’)v) > 0 in €,
sup(g")d1Av + sup(g’')p1v(d — cv + sup(h')u) > 0 in Q.
So,

Jo —sup(h)p1Audz < [ [—bsup(h/)u? + sup(g’) sup(h')uv + asup(h')u]¢,dz,
Jo —sup(¢)p1Avda < [ [—csup(g')v? + sup(g’) sup(h/)uv 4 dsup(g')v]pide.

Hence, by the Green’s Identity, we have

Josup(W)Mprude < [, [—bsup(h)u® 4 sup(g') sup(h')uv + asup(h')ul¢rde,
Josup(g)Aiprvde < [ [—csup(g’)v? 4+ sup(g’) sup(h')uv + dsup(g')v]¢rda.
Therefore,

Josup(R') (A1 — a)ugbl + sup(g') (M — d)vgrda
< Jol—bsup(h)u? +23up(g)sup(h’) U—csup( N2 prde.

Since the left hand side is nonnegative and the integrand of the right
hand side is negative definite by the assumptions, we conclude that v =
v=0.

In order to prove the main existence results, we will need the following
Lemmas.

LEMMA 4.2. If u > 0,v > 0 is a solution to (4), then the system of
equations

(5) —bu +sup(g')v +a =0
sup(h)u —cv+d =0

has a unique positive solution (u*,v*) and u < u*,v < v* in Q.

PrROOF. Let u > 0,v > 0 in © be a solution to (4) and K; =
mazqu(z) > 0, Ky = mazgu(x) are occurred at z; € Q, 9 € , re-
spectively.
We claim

(6)

0 < Ky (—bu(xy) + sup(g)v(x

1) +a) < Ki(—=bK; +sup(¢') K> + a)
0 < Ka(sup(h)u(z2) — cv(z2) + d) < Ka(sup

(W)K7 — cKy + d)
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In fact, suppose —bu(xy) + sup(g’)v(z1) + a < 0. Then since Au(x;) +
u(z1)(—bu(xy) +sup(¢’)v(z1) +a) > 0 by (4) and the Mean Value The-
orem, Au(xy) > 0, which contradicts to the Maximum Principles.

Since be > sup(g') sup(h'), the system (5) has a unique positive solution

* 1
U* - bcfsup(gl’)sup(h’) (ac + dS/U_p(gl))
U e T CAETICI) (asup(h') + bd),

and by (6)
u< Ky <uvo< Ky <o,

LeEMMA 4.3. For any My > 0, there are constants M, My > My such
that u = M,,v = M, is an upper solution to (4).

PROOF. Since bc > sup(g') sup(h'), there are My, My > My such that

AM; + Mi(a — bMy + g(Ms)) < My(a — bM; + sup(g’')Mz) <0
AMQ + Mg(d + h(Ml) - CMQ) S MQ(d + sup(h')M1 - CMQ) S 0.

Thus u = My, v = M, is an upper solution to (4).

Then we prove the main existence results.

THEOREM 4.4. Let a > A\i[d > \i|. Then there is a number M (a) <
M[N(d) < M| such that for any d > M (a)[a > N(d)], (4) has a positive
solution in €.

PROOF. Suppose a > \;. Let u = wsa be the unique positive solution

to
Au+u(a —bu) = 0 in Q
u = 0 on 0.
Let M(a) = Ai(—h(ws)) be the smallest eigenvalue of
—AZ —h(wa)Z = pZ in Q
Z = 0 on 0.
and wy(z) be the corresponding normalized positive eigenfunction.
By the monotonicity, M(a) = Mi(—h(wz)) < Ar.
Let v = ewp(x). Let d > M(a). Then, for sufficiently small € > 0,
Au+ u(a — bu+ g(v))

= Aws) +wa(a —bwe + g(ewo(7)))
= wag(ewp(z)) >0 in O
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and
Av +v(d + h(u) — cv))

= A(ewp) + ewo(d + h(wa) — cewp())

= —eM(a)wy + dewy(x) — ce*w}

= ewo(d — M(a)) — ce®w?

> 0 in Q.
So, u > 0,v > 0 is a lower solution to (4). But, by the Lemma 4.3,
there is an upper solution M; > w, My > v of (4). Therefore, there is a
positive solution of (4).

THEOREM 4.5. Let a < A\i[d < A\y|. Then there is a number M (a) >
M [N (d) > A\] such that for any d > M(a)[a > N(d)], (4) has a positive
solution in €.

PROOF. Suppose a < ;. Let d > A\ and wa be the unique positive

solution to
Av+uv(d—cv) = 0 in Q

v = 0 on 0Of).
Since
— A
Tim Xy (—g(wq)) < Jim Ay (= inf(g)ws) < Tim (= inf(g) o) = —o0,

there is a number M (a) > A; such that A\ (—g(wa)) < a if d > M(a).
Let u = ewy and v = wa, where wy is the normalized positive eigenfunc-
tion corresponding to )fl(—g(wg)).
Then if d > M(a), for sufﬁcientcly small € > 0,
Au+u(a —bu + g(v))
Al(ewp) + ewp(a — bewo + g(wa))
= M (—g(wa))ewp + acwy — be*w?
> 0in Q
and
Av +wv(d + h(u) — cv)
= wvh(u) >0 in Q.
So, u, v is a lower solution to (4). Hence, by the Lemma 4.3, if d > M(a),
there is a positive solution to (4).

THEOREM 4.6. If a < M’ then (4) does not have any positive
solution.
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PROOF. Since a < M, (5) does not have any positive solution,

and so by the Lemma 4.2, (4) does not have any positive solution.

The main assumption in this section is be > sup(¢’)sup(h’) which in-
dicates that the two species have stronger self-limitation abilities than
cooperation ones. The above results imply that they must have strong
enough reproduction capacities in order to survive peacefully under this
weak cooperation abilities.
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