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Synchronization Protocol for USN

Tao Yang*, Hyung-Bong Lee ™

2 o
Tl S99l A sige] ENAE Bo) Tk B4 e 3o Ae) B DA fABlE de o)
$ FSSRNE ol B8], U7 Adslo] 9n, B 7ol Aok USN 873604 < Azt $718ke 1S of

Hrt, olelat olelgols B73laL USNeIM a7she Azt B718 A e ellal 22 kel 24 e $7dd
AR} o] ok USNeA vl AR Az #7181 a7she 18491 $8 9928 TDMA MACE & ¢ Sich
o] =RolMe USNS 9l 2ol Aleksl FTSP (Flooding Time Synchronization Protocol) A1ZF 5713} dael
&5 N A2 dnelE HTSP(Hierarchical Time Synchronization Protocol) & Algtsla H7igkt, HTSP
o] AR E718 A FISPS $93% 71818 9eh i viax) 58 S9leas oud] 258 FTSPRG
Mok, Brhg A8 Aol Ax), FTSP o] HTSPY oful#] ek vlgo] oF 26% H& vhebgrh

Abstract

In a distributed processing environment composed of many independent systems connected by networks, it is very
immportant and difficult to make time synchronization between the systems. Especially in the USN environment the
time synchronization is still more difficult than in general distributed processing environment because energy is
limited and cormumication function is feeble. Even though of these difficulties, the USN environrment requires higher
precision of time synchronization. One of the typical applications requesting very strict time synchronization in USN
is TDMA MAC. This paper proposes and evaluates a new time synchronization protocol HISP(Hierarchical Time
Synchronization Protocol) which is an advanced version of the FTSP(Fooding Time Synchronization Protocol)
published recently. The time synchronization precision of the HISP is equal to that of the FTSP, but the energy
consurrption of the HTSP is lower than that of the FTSP owing to the reduced nurmber of broadcast messages. The
simuilation resuits show that the energy consunmption ot the HISP is only 74% of that of the FTSP.
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| . Introduction

Progress of science promoted development of
with
environment by around and can communicate with

devices less power which can sense

each other, so come into being Ubiquitous Sensor
Network (USN)(1]). USN have emerged and received
many researchers’ attention, because sensor
network combine technology of sensor devices,
technology of embedded computing, technology of
wireless  communication and  technology  of
distributed processing system and so on, which is a
technology of cutting-edge science in the recent
world. Applications of wireless sensor networks have
very broad prospects in the future, such as military
tracking(2],

monitoring applications: the Great duck Island(3),

applications:  target environment
biomedical, smart office and smart home and so on.
In the future, we can feel development of USN
continually and more and more USN applications in
our daily life. USN would give progress of our
society a great push forward.

Time synchronization is one of the most important
in the USN, and many TUSN

depend on mechanism of

technologies
applications time
synchronization. Because many common services in
USN, such as coordination, communication, security,
power management also depend on global time. In
this paper, we introduce a new time synchronization
protocol which is called Hierarchical Time
Synchronization Protocol(HTSP). The objectives of
our design are to achieve network-wide time
synchronization and less energy cost in whole run
time. We propose a structure of hierarchy for
multi-hop topology and utilize algorithm that is
similar to FTSP(4] for the relevant error sources by
utilizing time-stamping(5) in the MAC layer and the
These

technologies have been utilized first. In the end, we

compensation with linear regression(6).

utilize simulator of time synchronization which is
called SIMSYNCI(7] to implement and evaluate the

proposed HTSP.

The structure of this papers is as follows: the
related works in the time synchronization is
introduced in section 2. The proposed HTSP
algorithm is described in section 3. In the section 4,
SIMSYNC is utilized to evaluate the HTSP and an
evaluation is made for the HTSP. In the section 5, a
conclusion for this paper and a discuss for future
work is proposed.

Il. Related Works

2.1 Influence Factors of Time Synchroni— Zzation
in USN
In general wireless sensor netwok, a packet of

message is transmitted through the process of Fig.
1(8].

Sender:
Send Access Transmi—
time time ssion time
Propagation —, |<— Receiver:
time
Reception | Receive
time time

Fig. 1 Decomposition of Packet Delay in USN
0 1. USNoiM Tzl BSK| 24

Send time: the time spent in assembling the
packet and delivering MAC layer the packet in
sender. It depends on the system call overhead of
the operating system and the load of processor. It is
non-deterministic.

Access time: the time spent in waiting for access
to the wireless channel. It is the least deterministic
part of packet delay.

Transmission time: the time it takes for sender to
transmit the packet bit by bit at the physical layer.
It depends on the length of the packet and the
transmission baud rate.

Propagation time: the time spent in transmitting

between sender and receiver. It depends on distance
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between nodes, and it is deterministic.

Reception time: the time it takes for one bit in
packet to MAC layer. It is the same as transmission
time, it also depends on the length of the packet and
the transmission baud radio. It is deterministic.

Receive time: the time spent in processing the
incoming packet, and delivering applications in
higher layer the packet. It similar to send time and
it is non-deterministic.

2.2 Mechanisms of Time Synchronization

These years, many universities and research
institutions in the world have researched in depth
for mechanisms of time synchronization in the USN,
and have been put forward many mechanisms of
time synchronization. Three of the most prominent
mechanisms  of existing time
USN  are Broadcast
Synchronization{RBS) (6), Timing-sync Protocol for
Sensor Networks(TPSN)(5) and Flooding Time
Synchronization Protocol(FTSP)(4).

RBS utilized a broadcast message as a reference

synchronizations

protocols  for Reference

message for receivers to regulate their local time to
synchronize the local clock of nodes in the network.
RBS adopted a mode of receiver-to-receiver. The
is that
non-determinism in the sender side. In other words,

main advantage of RBS it eliminates
RBS eliminates completely send time and access
time. The disadvantage of RBS is that it has to
exchange additional message with other receivers,
and it can not be adapted for a large multi-hop
network.

TPSN adopted a mode of sender-to- receiver and
mechanisms of two-way handshake. It is consisted of
two main phases. In the first phase(level discovery
phase), is created topology of a spanning tree. In the
second phase(synchronization phase), each node
gets synchronized by exchanging sync-message with
its reference node on level higher in the spanning
tree. The protocol of TPSN utilized mechanisms of
time-stamping to eliminate send time, access time
and reception time. So, TPSN has improved accuracy

better
performance than RBS. The disadvantage of TPSN is

greatly, and has achieved two times
that it can not estimate the clock drift of nodes, and

can not handle dynamic topology change.

ll. Proposed Hierarchical Time Syn-
chronization Protocol(HTSP)

3.1 Structure of Time Synchronization Packet

In this section, the algorithm of the Hierarchical
Time Synchronization Protocol (HTSP) is proposed
with details. The HTSP is designed on the basis of
the Flooding Time Synchronization Protocol(FTSP).
Owing to that the FTSP had adopted the mechanism
of flooding message. and had required each node in
the sensor network to broadcast the packet of time
synchronization to the network in every period of
time synchronization, This feature of FTSP increases
energy expenditure for the whole sensor network.
However, limited energy is one of the most
important problems in the USN{1]. So the concept of
hierarchy is adopted, and the hierarchy concept is
used in collecting statistics for the number of child
nodes of each node in the network. If a node doesn't
have any child node, i.e. a leaf node, the node
doesn’t broadcast any time synchronization packet
to network. The objective of this design is not only
to acquire accuracy as the precision of the FTSP,
but also to cost less energy than FTSP, thus it can
increase dramatically lifetime of the whole sensor
network and make it more adaptive for the demand
of actual application.

Time synchronization packet format is one of the
most important aspects of the HTSP. The original
synchronization packet of the FTSP contains three
fields as is shown in Fig. 2 Root-1d, Time-Stamp,
Sequence- Num. Time-Stamp denotes the global
time estimate of the sender when the packet is
broadcasted.
number and incremented by the root. We added one

Sequence~-Num denotes a gequence
q
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field on the basis of the FTSP time synchronization
packet, Layer-Num. The Layer-Num denotes the
level of each node in the network. At the beginning,
Sequence-Num, Layer-Num are all initialized to

Zero.
FTSP
A
- N
Root— Time— Sequence— Layer—
Id Stamp Num Num
A _/
~
HTSP

Fig. 2 Structure of the Time Synchronization Packet
7 2. AREST1E i3 7

3.2 Synchronization for Hierarchy and Sta- tistics

In the FTSP algorithm, root node is auto-selected
by timeout event. At the beginning, the sink node is
selected as a unique root node and it broadcasts
All  other
nodes waits the message for a given time, and if

synchronization message periodically.

they can’t receive any message for the time, they act
as a root individually until they receive other
message from more plausible node. The priority for a
root can be graded by node id, where id of sink node
is 0.

synchronization packets and compare the value of

The neighbor nodes of roots receive the

Child_num:2

Child_num:4

Child_num:2

Root-Id in the packets with their own root,
myRoot-Id. If the Root-Id from a packet is less than
myRoot-1d, then they replace the value of myRoot-Id
with the value of Root-Id. According to this
mechanism of auto-select root, only a single root is
selected in the whole sensor network.

After the root is selected, it began to broadcast
time synchronization packet to the network. At this
point, the Layer-Num of the of the packet is set to 0
by the proposed HTSP. If a node receives directly
the packet from the root, it broadcasts the packet
again with adding 1 to the value of Layer-Num. At
the same time, according to the algorithm of liner
regressions it calculates the value of offset and
skew(4), and then regulates the local clock to the
global time from the root.

The proposed HTSP does two functions with the
synchronization packet: firstly, it discovers next
layer and synchronizes it’s layer to higher layer.
E.g. if a node receives directly a packet from a node
in layer n, then it sets it’s Layer-Num to n+1.
Secondly, it collects statistics for the number of
child nodes from the over-heard packets broadcasted
by nodes in lower layer. E.g. if a node in layer n
over-hears one packet from a node in layer n+1,
then it add 1 to it’s myChild-Num. With these two
functions of the HTSP, all nodes in the whole sensor
network are arranged in hierarchy towards to root

The value of layer is 2

The value of layeris 1

Child_num:3

Child_num:0

: Only—receiver
: Main—sender
. Radius of radio

Fig. 3 A Topology of Two-hop Sensor Network for the HTSP
T3 3. HTSPolM 2 & M HIEHT EE2X
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and each node knows about the number of child  myChild-Num is non-zero are collected into

nodes of itself.

3.3 Time Synchronization of Each Node

In this phase, time synchronization packet is
broadcasted in terms of myChild-Num collected in
the earlier phase. With the myChild-Num, the HTSP
introduces two types of node in the network, firstly,
only-receiver nodes which only receive packets
but do notbroadcast the
packets, secondly, main-sender nodes which not only

receive packets from neighbor nodes, but also send

from neighbor nodes,

packets to network.

The HTSP divides the nodes in the network into
the two types. In the first, the HTSP collects nodes
of which the value of myChild-Num is zero, and
groups these nodes into the only-receiver type.
Because the value of myChild-Num of these nodes
are zero, they have no child nodes in it’s lower
layer. In other words, none of nodes in the network
wants the packets broadcasted by these nodes.

Secondly, the remained nodes of which the value of

main-sender type. In the end, all nodes are divided
into two types according to the HT'SP mechanism. In
the whole network, only these nodes which belong to
the type of send-main send synchronization packets
to the network. If the root is not changed, then we
can expect that the structure of hierarchy and the
group of send-main type nodes would be unchanged
for a long time.

Fig. 3 shows a topology of two-hop sensor
network with the HTSP. It denotes the process of
the HTSP, auto-select root, phase of synchronization
of hierarchy and statistics and phase of time
synchronization of each node. In this figure, only 5
nodes including the root send time synchronization
packets to the network, and the remaining 9 nodes
belonging to receiver-only type does not send any
synchronization packet. So the HTSP costs less
energy than FTSP. The algorithm of the HTSP is in
Fig. 4.
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@ the root

(O neighbor node

it has not child

Fig. 5 Network Topology for the HTSP Simulation
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Table 1. Typical Energy Expenditure in USN

1
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Operation for packet Energy expenditure /mAh

_ receive a packet

IV. Evaluation of the HTSP

We utilized SIMSYNC(7]) which is a simulator of
time synchronization to test the

performance of the proposed HTSP. We have
designed the HTSP algorithm in C++ and simulated
60 nodes deployed in a 5*12 grid in such a way each
node can communicate with its neighbors only. The
same network topology of (4] was adopted to
compare with the FTSP algorithm. In the Fig. 5, a
black solid point denotes root in the sensor network,
each node has at most 8 neighbors.

In the implementation of the HTSP algorithm, at
the first phase, not only were all nodes synchronized
to the root in the whole sensor network, but also
each node in the network set the layer number and
collected statistics about its own number of child
nodes. The layer number of each node is depicted in
Fig. 5. This figure shows that the topology of the
whole network is divided into 6 layers and there are
16 nodes of which the value of myChild-Num is zero.
If the root is

only receive packets from the upper layer since the

not changed, then these leaf nodes

. dn -

second phase. In a period of time synchronization,
the HTSP sends 44 packets while FTSP sends 60
packets.

AA batteries were widely used in the recent
sensor network. In the case of 3V, power of AA
batteries is about 2,200mAh (3). Process of sending
packet is the most energy costing in the sensor
network. Mcia2, a popular node design, costs as
many energy as those in Table 1 for the processes of
sending and receiving a packet(9].

In the simulation experiment, we calculated
energy expenditure of the HTSP according to the
number of packet transmission. In the HTSP, the
number of packet transmission is 44 in a period of
time synchronization (except the first period), so
44*20 = 880mAh is needed. While in the FTSP,
owing to that it had adopted the mechanism of
flooding message, every node in the network is
required to broadcast the synchronization packet.
So, 60*20=1,200mAh is needed.

Obviously, the HTSP algorithm decreased about
26.67% of energy expenditure of the FTSP algorithm.

Furthermore, the more the number of period
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Fig. 6 Comparison of Energy Expenditure Between the FTSP and the HTSP
&l 6. FTSP HTSP2| ofidx| A2k H{w

increases, the more energy is saved(See Fig. 6).

Time synchronization precision of the HTSP is
similar to that of the FTSP because both of them
had adopted the same algorithm of compensation for
the relevant error sources(4). In this paper, the
focus of the HTSP design is in less energy
expenditure.

V. Conclusions

We have designed the Hierarchical Time
Synchronization Protocol(HTSP) for USN. The
proposed HTSP is based on the FTSP, i.e, the
concept of hierarchy was introduced into the FTSP,
and the hierarchy concept was used in collecting
statistics for the number of child nodes of each node.
With the collected number of child nodes. the HTSP
could reduce the number of packet transmission. The
HTSP was implemented on the SIMSYNC simulator.
The results showed that HTSP not only had acquired
precision of time synchronization similar to FTSP,
but also had conserved 26.67% of the FTSP energy
expenditure in  every time  synchronization
period(except the first period).

Our plan is to conduct experiments in the real
hardware nodes, and verify the performance of the
HTSP in a real-world application. In addition, we also

plan to conduct experiments with hundreds of nodes.
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