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Soft Network Coding in Wireless Two-Way Relay
Channels

Shengli Zhang, Yu Zhu, and Soung Chang Liew

Abstract: Application of network coding in wireless two-way relay
channels (TWRC) has received much attention recently because
its ability to improve throughput significantly. In traditional de-
signs, network coding operates at upper layers above (including)
the link layer and it requires the input packets to be correctly
decoded. However, this requirement may limit the performance
and application of network coding due to the unavoidable fading
and noise in wireless networks. In this paper, we propose a new
wireless network coding scheme for TWRC, which is referred to
as soft network coding (SoftNC), where the relay nodes applies
symbol-by-symbol soft decisions on the received signals from the
two end nodes to come up with the network coded information to
be forwarded. We do not assume further channel coding on top
of SoftNC at the relay node (channel coding is assumed at the end
nodes). According to measures of the soft information adepted, two
kinds of SoftNC are proposed: amplify-and-forward SoftNC (AF-
SoftNC) and soft-bit-forward SeftNC (SBF-SoftNC). We analyze
the both the ergodic capacity and the outage capacity of the two
SoftNC schemes. Specifically, analytical form approximations of
the ergodic capacity and the outage capacity of the two schemes are
given and validated. Numerical simulation shows that our SoftNC
schemes can outperform the traditional network coding based two-
way relay protocol, where channel decoding and re-encoding are
used at the relay node. Notable is the fact that performance im-
provement is achieved using only simple symbol-level operations at
the relay node.

Index Terms: Channel coding, ergodic capacity, log-likelihood ra-
tio, network ceoding, outage capacity, soft bit, wireless two-way re-
lay channel.

1. INTRODUCTION

Wireless network coding has recently received much atten-
tion from the research community because of the advantages
which it inherits from the network coding design in wired net-
works. These advantages include improved network throughput,
robustness, and security. The broadcast nature of the wireless
medium allows network coding to be applied in an even more
natural way, since one transmission of the network-coded in-
formation can reach several target receivers simultaneously. On
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the short side, however, is the fact that wireless networks are
affected by several attributes more much severely than in wired
networks, such as multi-path fading, power constraint, limited
channel bandwidth, and changing topology. How to make best
use of the wireless medium while dealing with its shortcomings
has been an active research issue for a long time. The advent of
network coding brings a new angle to the attack of this problem.

Two-way relay channel (TWRC) is a typical and impor-
tant basic wireless network topology. An obvious approach to
TWRC is to use the same relay protocols as in the one-way re-
lay channel (OWRC) (1], [2]. The application of network cod-
ing in TWRC was first proposed in [3], where it was shown that
by performing the network coding combination in the third time
slot at the relay node, the whole network needs only three time
slots (saves one time slot when compared to the traditional relay
protocols in [1] and [2]) to complete the information exchang-
ing between the two end nodes. Such relay protocol has been
implemented in {4] with software defined radio and it is shown
that substantial performance improvement can be achieved. Ref.
[5] and [6] studied the joint network coding and channel coding
designs in TWRC, with the effects of wireless channel fading
taken into account.

Previous designs of network coding for TWRC [3] require
correct channel decoding of the received packets from the two
ends at the relay node, which may limit the throughput of
TWRC. This is similar to that in OWRC, where the performance
of the decode-and-forward protocol may be much worse than
the performance of the amplify-and-forward protocol under cer-
tain scenarios [7]. Furthermore, due to the time variations of the
channel fading, it cannot be always assumed that the received
packet is decoded correctly, especially when the channel is in
deep fading. In addition, in some situations, power consumption
at the relay node is a concern (e.g., the relay node is a normal
user with limited battery power) and the channel decoding pro-
cessing may consume excessive amount of power.

In this paper, to remove the requirement of channel decoding,
we propose a new wireless network coding scheme, referred to
as soft network coding (SoftNC), where the relay node applies
symbol-by-symbol soft decisions on the received signals from
the two end nodes to come up with the network-coded informa-
tion to be forwarded. Note that channel coding is only performed
at the end nodes but not the relay node. In particular, the relay
node does not perform channel decoding and re-encoding, and
that channel coding is on an end-to-end basis where only the end
nodes are involved in channel coding and decoding. In SoftNC,
the forwarded signal is actually the soft information of the bits
that are obtained by doing the XOR operation to the two code-
words received respectively from the two end nodes. According
to measures of soft information adopted, two kinds of SoftNC
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are proposed: Amplify-and-forward SoftNC (AF-SoftNC) and
soft-bit-forward SoftNC (SBF-SoftNC). In the former, the log-
likelihood ratios (LLR) of the bits are generated and forwarded;
in the latter, the soft bits (i.e., the MMSE estimation of the XOR-
ed bit) are generated and forwarded.

This paper also analyzes the performance of the two proposed
SoftNC schemes in terms of ergodic capacity and outage capac-
ity, which are defined for fast fading channel and slow fading
channel, respectively. We provide analytical form approxima-
tions of the ergodic capacity and the outage capacity of the two
SoftNC schemes. It is shown that the analytical results are very
close to the true simulated information rates that are obtained ac-
cording to the definition of mutual information. Our simulation
shows that, AF-SoftNC and SBF-SoftNC can obtain substantial
performance improvements over the conventional two-way relay
protocols with or without network coding. Since the proposed
SoftNC design also does not require any channel decoding and
re-encoding processing at the relay node, it is a very promising
network coding method in terms of actual practice in wireless
networks.

A. Related Work

The fundamental idea behind the proposed SoftNC design is
that due to the unreliability of the wireless fading channels in-
stead of forwarding the decoded-and-network-coded (XOR-ed)
bit, the relay node can calculate-and-forward the likelihood in-
formation, i.e., how likely the network coded bit is “0” or “1”.
The proposed AF-SoftNC design has been considered in a pre-
liminary version of this paper [6]. The same similar idea was
independently proposed in a two sources relay system in [8].
More recently, an encoding-decoding framework and BER anal-
ysis in fading channel for the two-source relay system have been
considered in [9]. Different from these works, where the soft in-
formation is obtained based on the whole received packet (for
example, after the soft-input soft-output channel decoding), our
work focuses on the network coding where the relay directly
obtains the symbol-by-symbol soft information of the network
coded bit based on the received signals from the two end nodes
without any channel coding operation. This greatly reduces the
computational complexity at the relay node since the channel
decoding processing occupies most of the baseband power.

Physical layer Network Coding (PNC) [10], including for-
warding the likelihood information of the XOR-ed information
from the received superimposed signal [11], [12], completes the
network coding operation in only two time slots in TWRC. In
[13] and [14], it was proved that PNC can approach the capacity
of TWRC with Gaussian noise in low SNR and high SNR region
respectively. In [15], T. Wang and G. B. Giannakis proposed an-
other PNC based scheme which requires two time slots, where
the relay estimates individual source symbols from the superim-
posed signal and combines them over complex field rather than
Galois field before forwarding. However, the implementation of
these PNC-based schemes is complex.

The rest of this paper is organized as follows. Section II
presents the system model. In Section I1I, we present two soft
network coding designs, AF-SoftNC and SBF-SoftNC. We ana-
lyze their capacity in Section IV. Section V presents our numer-
ical simulation results. Section VI concludes this paper.

Fig. 1. Two way relay channel.

II. SYSTEM MODEL

Consider a two-way relay communication system as shown
in Fig. 1, where the two end nodes, N; and N, exchange their
information with the help of the relay node N3;. We also assume
that different transmissions among the three nodes are separated
in non-overlapping time slots. Since it is difficult to implement
a full duplex wireless transceiver due to the large difference be-
tween the transmitted signal power and received signal power
[2], we assume that all the three nodes work in the half-duplex
mode, where each node either transmits or receives at a partic-
ular time. Due to the broadcast nature of the wireless medium,
packets transmitted by any node can be received by the other
two nodes. In the first slot, node N; sends its packet to both
node N and the relay node V3. In the second time slot, node
N5 sends its packet to both node N; and node N3. If network
coding is used at the relay node N3, in the third time slot node
N3 will combine the two packets received in the previous two
time slots with network coding and forward the network coded
packet to the other two nodes. If network coding is not used,
node N3 will forward the two received packets in the third and
forth time slots, respectively.

Let U; = [u[0]--- wi[n] -+ u;[K; — 1]]' denote the infor-
mation packet transmitted by the two end nodes NN;, where
i =1, 2, usjn] € {0,1}, and K; is the corresponding packet
length. Channel coding (including interleaving) is usually per-
formed for certain transmission reliability in wireless channels.
Let T'; denote the channel coding scheme at node XN;, and
let D; = [d;[0]--- di[n]--- d;[M; — 1]] denote the codeword,
where d;[n] € {0,1} and M; is the codeword length. For sim-
plicity, we assume that the two end nodes use the same coding
schemes, i.e., I' = I'1 = I'y, and the same packet length i.e.,
K = K, = K5, and M = M, = M,.2 We further assume that
BPSK modulation is used, and then the relationship between a
BPSK symbol and the corresponding coded bit is given by

In the following, we define that I'; includes both channel coding
and BPSK modulation. The relationship between the informa-

IThroughout this paper, we use upper case letters to denote packets and the
corresponding lower case letters to denote the symbols in the packets.

2We will discuss the system design with different channel coding schemes at
the two end nodes in Part C Section 11
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Fig. 2. System diagram of the traditional network coding scheme.

tion packet and the transmitted BPSK packet can be represented
by

X, =T,() U; =T, (X)) )
where I‘i‘l denotes the decoding processing. We could consider
the whole codeword as being divided into L > 1 blocks with
the block length @) less than or equal to the length of the channel
coberence time (i.e., at least () symbols are covered during the
coherence time). The received signal in the [th block at node N;
can be expressed as

ol jIm] = bl atim] + wl j[m]

3)
where i,j = 1,2,3andm = 0,--- ,Q — 1; zt[m] is the mth
symbol in the [th block transmitted by node N7, Yy J[ m)| is the
corresponding signal received at node Nj; w {m] is the cor-
responding complex Gaussmn noise at node N with unit vari-
ance per dimension, i.e., w, ; ~ CA(0,1); and hl is the cor-
responding channel fading coefficient. It should be noted here
that throughout this paper, the transmit power is normalized to
one and hé, ; actually includes the real transmit power, the path
loss effect, and the small-scale multipath fading effect. When
the block number is large and a random interleave is applied
among the blocks, we can assume that h,,’bty ; is independent iden-
tical complex Gaussian distributed for different blocks with the
variance \; ; = E{|h; ;|?}.

Next, we briefly review the traditional straightforward net-
work coding (SNC) scheme [3), where the network coding oper-
ation is performed at the relay node N3, as shown in Fig, 2. As-
sume that node N3 has perfect channel state information (CSI)
of h§’3. By performing coherent demodulation to the received
signal from the end node N;, we have

re{ St st =

|

where with the distribution wﬁyg[m] ~ N (0,1). Since soft de-
coding is considered in the system, two kinds of soft information
can be generated as the measure of the detection result. These
are the Log-Likelihood Ratio (LLR) value [5], [16], [17]

1>

Lm]+@ 5[m] (4)

P( l[n2 _liyz'i

t5lm] =1In |

vialm] =1 (P(J,I.[m}—_”%;&{m}))
=1)
-1

I P(yl?,m [zt [m I
- (P (yz sm]|z) {m} )) B Q}hz,ﬂyi,s[ ]
%)
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and the soft bit value [18]

v£3[m] =P (x{ m] = 1|gj§3[m])

eXp {Q)hl J!gl 3l )
exp (2/hd 517k 4[m]) + 1

_P(‘Té[ }:_HyzS[ ])

= tanh (|A! 5|3 3[m]) -
(6)

By sending the soft information to the channel decoder, the de-
coded packets are given by

Uy =T"'(Vig), Upa=T"'(Vaa). N

If both packets are decoded correctly, node V3 performs the
network coding operation by combining the two information
packets as follows

Us =01 00U, (8)

where “@” denotes the XOR operation.® Finally, the network
coded packet Us is channel encoded (also by I'), modulated,
and forwarded to both node Ny and IV,, as shown in Fig. 2.

During the three time slots, every end node receives two pack-
ets. One packet is received from its counterpart node in either
the first or second time slot and the other packet is from the relay
node in the third time slot. The channel-decoding processing of
the two packets is the same for the two end nodes. Take node N;
as an example. It receives Y; o from node Ny in the first time slot
and Y5 2 from node Ny in the third time slot. After removing the
self-information in Y3 3, Noobtains a noise corrupted codeword
of Uy, which is referred to as Ygz It can be seen that actually
Y12 and 5??;12 are the two received independent copies of the
codeword X ;. No can perform the maximum ratio combination
{(MRC) to Y; 5 and 173’2 before channel decoding.

II1. SOFT NETWORK CODING DESIGN

In this section, we first introduce the basic idea of SoftNC,
and then propose the SoftNC design for practical systems when
fading and noise effects are considered. Finally, we discuss the
SoftNC design in TWRC when the two end nodes use different
channel coding schemes.

A. Basic idea

As shown in Section II, in the SNC scheme, the network com-
bination is performed after the successful decoding of the pack-
ets from the two end nodes. However, due to the wireless chan-
nel fading effect, the received packet may not always be decoded
successfully. Furthermore, in some situation, for example, when
the relay node is a normal mobile user, the battery power is lim-
ited and should be used as efficiently as possible. However, the
channel decoding processing is power hungry, especially when
advanced channel codes, such as Turbo codes and LDPC codes,
are used.

The basic idea of the proposed SoftNC scheme is founded
on the linear property of the channel code. That is, the linear
combination of the two codewords, which are generated from

31t is shown in [19] that the general network coding combination is the lin-
ear operation over a finite Field. The addition over GF(2), i.e., XOR opera-
tion, is usually considered in practical networks for its simplicity and good
performance [4].
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Fig. 3. System diagram of the proposed soft network coding scheme.

exactly the same coding scheme with the same length, is actually
another codeword. This linearity can be formulated as*
L{UieU) =T (U)oT (U,). ®
Almost all practical wireless channel codes, such as convo-
lutional codes, Turbo codes, and LDPC codes, are linear codes.
By applying this linearity of the channel codes, and the fact that
network coding is also a linear mapping, it is easily seen that
the network coding combination can be done on the codewords.
This motivates the proposed SoftNC scheme, as shown in Fig. 3.
By carefully combining the soft decisions V1 3 and V3 3, the out-
put packet of SoftNC, denoted by V3, is in fact the codeword of
the target information packet U; @ Us. For the simplicity of ex-
planation, if we ignore the noise and fading effects, the SoftNC
design can be expressed as

Us=U100,=U10U, =T (X)) o T (Xy)

(Us) =T (T7H (X)) &I (X2))

By comparing SNC in Fig. 2 with SoftNC in Fig. 3, we see
that the relay in SoftNC performs network coding without any
channel decoding process, while the SNC scheme requires two
channel decoding processes and one channel encoding process.
Since most of the power in baseband signal processing is con-
sumed by the channel decoding, SoftNC can greatly increase the
power efficiency of relay nodes in wireless networks.

(10)

Xy3=T = X1 ® Xs. (11)

B. SoftNC design in fading channels

In practical wireless channels, the data transmission is un-
avoidably affected by noise and fading. Before considering these
effects in SoftNC, we first review the memoryless relay proto-
cols in the well-known OWRC [20]. That is, we just consider the
relay direction Ny — N3 — Ny in Fig. 1. According to (?7?),
the received packet at N3 after coherent demodulation is given
by

~1

%1 3lm] = |hl1,3| i [m] + @5,3[”1]- (12)

In the literature of OWRC, there are mainly two kinds of
memoryless relay protocols [20], where the signal to be for-
warded can be expressed as an estimate of 2} [m] from the re-
ceived signal gjll’g[m]. The estimated signals in the two relay
protocols correspond to the two soft information measures in
(5) and (6), respectively. Specifically,

“In this equation, the notation “®” represents the element-wise product. As
shown in (1), the channel coding mapping function I" is from the information
packet to the transmitted packet. The logical “XOR” operation on two binary bits
in the codeword D is equivalent to the multiplication operation on two BPSK
symbols in the transmitted packet X .

1) Amplify and forward (AF)

P(a: _1|y13m])
l =1 1 =2|ht .7
vy 3[m)] n( P (2t [m] = —1‘y13[m) ‘ 13| 1,3lm

13)
It can be seen from (13) that in the AF protocol the estimated
signal is actually the LLR [21] of the transmitted signal from
Nj.

2) Soft bit forward (SBF)

vh glm]=P(a} [m]=1|§# 3[m]) — P(z} [m] =
=tanh (|hl13| gjl’?,[m]) .

The SBF protocol was referred to as estimate-and-forward pro-
tocol in [20]. It can be seen that SBF in (14) is actually the
conditional expectation of the hard bit E (z}[m] | 5[m]). ie.
the MMSE estimation, at the relay node. It was proved that SBF
is optimal in terms of maximizing GSNR (general SNR [20]) of
the received signal at the sink and maximizing the mutual in-
formation between the source and the sink in the conventional
OWRC [22].
Finally, in each protocol, the estimated signal is normalized

|y1 slm D (14)

1

— 3} .m
B{ehy e ®

ahlm] =

and forwarded to the destination node Ns.

In SoftNC, the two estimation methods above are extended
to TWRC. The difference now is that the relay node estimates
(24 [m]z}[m])° (rather than individual z}[m]) with the knowl-
edge of g]i?)[m] and g4 5[m].

1) AF-SoftNC

As shown in (13), AF in OWRC actually can be seen as for-
warding the LLR of the received bits to the destination node. In
TWRC, the forwarded signal, i.e., the LLR of the network coded
bit (z} [m]zh[m]), is given by

P (5511 [mlahm] =1 |?7l13[7”]a27l23[m])
P (xﬁ[m]wé[m =-1 |37l1,3[m]73712 3[m])
i 14 exp (2[h} 5194 5[m] + 2|k} 5175 5[m])
exp (2|hl1,3|?/1,3[m]) -+ exp (2|h2’3|y2’3[ ])
16)
It can be found that (16) is equivalent to “Boxplus” operation
in the channel decoding algorithm as in [21]. As widely used in

channel decoding algorithms [23], (1) can be further approxi-
mated as

vg[m] =

vé[m] ~s2sign (Zjll 3[m ]ﬂlz 3[m]) a17)
min {|h yl slm], |h

l2,3|?72,3[m]} .

5Note that the relay can also estimate the complex field network coding
(CFNC) form of 2} [m] and z}[m] as in [16]. However, in our TWRC model
where every end node knows its own information, the CFNC’s advantage of
being able to decode both individual symbols from the CFNC symbol is not
needed: in fact, decoding the individual symbols explicitly results in a power
penalty in CENC. Therefore, we only consider finite field network coding in our

paper.
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The mathematics behind this approximation is complicated. An
1ns1ght of this appr0x1mat10n is that since v4[m] is an estimate
of xt [m]x}[m] fromg} 4[m] and g 5[m], its signature must be
sign (7} 3[m]7% 3[m]) and its belief must not be larger than ei-
ther 4 5[m] or 7} 5[m].
2) Soft bit forward (SBF)

Based on the definition of soft bit in (6) and (14), in the pro-

posed SBF-SoftNC design in TWRC, the soft bit of 4 [m]z5[m)]
is defined by

wilm] =P (e mlablon] =1 [ ol Bholol)
=P ( [m]aym] = ~ 11§ 5[m], §b5[m])
' Y23 .
It can be proved that
P(wﬁ[m]xi[m]:ﬂﬂi,slm])?}é,s[m]) -1
1roq . P@imlal [m]=—1]g 5[m],5 50m))
U3[m] - Pz 1 1l ~1
(x1[m]x1[m] 1|y1,3[m]7y2,3[m]) 41
P(wl [m]azi[m]:—lﬁi 3[m]7gé,3[m] )
_ €Xp (2|h1 3‘?/1 3(m ) -1 exp (2|hl23|§l23{m]) -1

 exp (2|h yl 3lm ) +1 exp (2\h123|g]123[m]) +1

= tanh(|h1,3|y1,3[m}) tanh(|h2,3|gj§$3[m]).
(19)
It can be seen from (19) that the soft bit of @} [m]z}[m] is in
fact the product of the soft bit of 2} [m] and that of x[m].
Similar to the one-way relay case, the estimate of the network
coded bit (! [m]z}h[m]) in (16) and (19) is normalized accord-
ing to the power constraint at the relay node

zhm] = avi[m] = (20)

Finally, the output of SoftNC, z4[m], is broadcast to both end
nodes.

C. Generalization

The above discussion on SoftNC is based on the assumption
that the two end nodes have the same channel coding scheme.
In this subsection we show that the proposed SoftNC design is
still applicable when the two end nodes have different channel
coding schemes.

Let I';, K, and M; denote the channel coding scheme, the
information packet length and the transmitted packet length, re-
spectively, at node [V;, for i=1, 2. We assume that they are dif-
ferent for different nodes except that M; = M, = M. Note
that when the codeword lengths are different at the two end
nodes, a group of zero symbols can be inserted at the end of the
shorter coded packet. After performing the SoftNC combination
according to one of the two protocols in Part B, the relay node
N3 broadcasts the network coded packet. The data processing at
the end node is similar to that in [24] and is illustrated below,
using N, as an example. The received signal at the end node Ny
is given by

Y5 a[m] = hj o [m] + whm]

where z);[m] is given in (20). Since v4[m] in (20) is an estimate
of z! [m]z}[m], it can be regarded as x [m]zL[m] plus a virtual

@n

375

noise w!, [m]. In order to remove its self-information contained

in v [m], Ny performs the following operation

+ w, [m]) +wh[m]  (22)

N, can then combine g}lm [m] and yi ,[m] (the signal sent
through the direct link between N7 and N») with MRC. Finally,
the original information packet U; sent from NV; can be retrieved
after the channel decoding.

IV. PERFORMANCE ANALYSIS OF SOFT NETWORK
CODING

In this section, we analyze the performance of SoftNC in
TWRC by investigating its ergodic capacity and outage capacity.

We first define the following notations. At node Ny, the
instantaneous mutual information of our SoftNC system is
Z(hy g,k 5ok hs.2) (T15 3,2, Y1,2)- It denotes how much infor-
mation node N, can obtain from the received signals y3 o and
y1,2 given hy 2, Ay 3, ha 3, and hg 2. Likewise, the instantaneous
mutual information Z, | h, 5,h5,hs.1) (T2;Y3,1,Y2,1) denotes
how much information node /N1 can obtain from the received
signals ys 1 and yo 1 given ho 1, Ry 3, ho 3, and hs ;. Note that
the subscript in Z(,) (-) denotes the fact that Z(4 (-) is a function
of a.

The ergodic capacity, Rgc, is defined as the ergodic mutual
information that can be reliably transmitted between the two end
nodes in the whole relay process. First, the ergodic mutual in-
formation between the two ends is

Rec = FE {I(hl,Q,hl,S,h2,3,h3,2) (x1;y3,2,y1,2) +
his 23)
Lhgr b 3 b soha ) (T23 93,1, Y2,1) -

As shown in [25], the ergodic capacity in (23) is approachable
when the capacity achieving channel coding spans a number of
coherent periods (I >>> 1) to average out both the Gaussian
noise and the fluctuations of the channel. That is

REC = hm Z{I

1 25 l1 3»hé 3,hé 2) (1‘1;1/3,2,:1/1,2) +

(24)

I(hl2,1>hl1,3,hl2,3vhé,1) (:L‘Q, CERE y2’1)}'

The outage capacity, Roc, is defined as the maximum rate
that can be transmitted between the two end nodes in the whole
relay process under a given outage probability, when the whole
network experiences slow fading with the channel coherence
time being much larger than the codeword. That is

Roc = max{Rl + RQ}
st. P (I(hl,z’hl,&hz,s,ha,z) (1‘1; y3,27y1,2) < Rl) <k,
P (I(h2,1,h1.37h2,37h3,1) (x2;y3,1; y2,1) < RZ) <eg
(25)
where ¢ is the given outage probability.

To find the ergodic capacity and outage capacity of SoftNC
system, we first analyze the instantaneous mutual information
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Fig. 4. Mutual information notations in the first and second steps in the
analysis for the proposed AF-SoftNC and SBF-SoftNC schemes.

in three steps. In the first two steps, we calculate the mutual in-
formation between the two end nodes with the help of SoftNC
at the relay node V3. Since it has been shown in Section III that
it is the information of the network coded bits d; & d; (or equiv-
alently x;25) that node N3 forwards, and that the forwarded
signal x3 in SoftNC can be seen as an estimate of z;z5 based
on the received signals y; 3 and y3 3, the information of d; & ds
contained in the forwarded signal z3 can be calculated by as-
suming a virtual channel whose input is ;22 and the output is
x3. As shown in Fig. 4, in the first step, we calculate the mutual
information between the virtual input z; x5 and the forwarded
signal x3. That is

A
Istepl = I(hlyg,hzﬁ) (:C31 (dl @ d2))

(26)
= I(hl,s,hz,s) (I3§ xle) .

Note that Zyep1 is a function of the channel coefficients h; 3 and
h2,3.

Based on the result in (26), in the second step, we then calcu-
late the total information which can be exchanged between the
two end nodes via the relay node N3, which is defined as

ISteP2 2 I(h1,3,h2,3,h3,2) (Il; y3,2) + I(h1,3,h2,37h3,1) (:132; y3:1) :

@7

Finally, in the third step, the total instantaneous mutual infor-

mation R(h1,2, h1 3, k3.2, k3 1) can be obtained by combining

the result in the second step and the information that can be ex-
changed in the direct link between the two end nodes.

A. Analysis of AF-SoftNC

Step 1: Bounds of Lep1

As shown in (16), the output of AF-SoftNC, z3, is the LLR
of 2175 based on the received signals y; 3 and ys 3. It turns out
that the distribution of z3 is very complicated and it is hard to
calculate Zgcp; directly. However, an upper bound and a lower
bound of Zgp,y can be found.

Theorem 1: For two Gaussian channels with any given co-
efficients h; 3 and hs 3, the mutual information Zsiep1 in the AF-
SoftNC and SBF-SoftNC protocols is bounded by

Crpsk (h1,3)Crpsk (h2,3) < Tsepr <G (Chpsk (b1,3), Copsk (h2.3))
(28)
where Cppsx (h) 27 (; (y = haz 4+ w)) is the mutual infor-
mation of a Gaussian channel with BPSK modulated input z,

channel coefficient h, and Gaussian noise w ~ N (0, 1)'Its nu-
merical calculation can be referred to the Appendix of [26]. The
function G (x, y) in (28) is defined as

G, y)21- HE (@) (1-H () + H (y)(1 - H X@)))
where H (p) 2 —plogp — (1 — p)log (1 — p) is the entropy of
binary distribution with probability p and H~1(.) is the inverse
function of H (-).

The proof of this theorem is given in Appendix I, where it is
shown that Theorem 1 can be seen as a corollary of Theorem 3
in [27]. According to the results in [27] and our extensive simu-
lations, the two bounds are close to each other and both of them
can serve as good approximations to Zgp; . Some simulation re-
sult about (28) will be given in Section V.

Step 2: Approximation of Lsepo

As shown in (27), Zyep2 is defined as the total information that
can be exchanged between the two end nodes via the relay node
N3. Since in TWRC each end node knows its self-information,
we have

z-S'chz = I(h1,37h2,3,h3,2) (z1; y3,2) + I(h1,3,h2,3,h3,1) (22; y3,1)
:I(h1,3,h2,3,h3,2) (1-@2; y372) + I(h1,3,h2,3,h3,1) (z122;Y3,1)-
(29)
In the following, we consider Z(p,, ; n, ;s 2) ((Z122) ;y3,2) as
an example, and Zy,, , p, 5.hs,) ((T172);93,1) can be calcu-
lated accordingly. It turns out that the distribution of y32 =
h32%3 + ws 2 is difficult to obtain due to the complicated distri-
bution of vs. Fortunately, vs given in (16) has exactly the same
expression as the output LLR from a check node in the wide-
ly used sum-product decoding algorithm [21]. As it is shown
in [28], a random variable with such an expression, although
tends to be less like Gaussian, can be well approximated by the
Gaussian distribution. Motivated by this result, we approximate
Vg as
(30)

where w, is a Gaussian noise with the distribution w, ~
N (0,1) and h,, is a variable (real) which will be explained later.
Then the forwarded signal can be approximated by

A
v & v = hy (T172) + Wy

z3 ~ 2y 2 Bv} = B (hy (2122) + wy) with E {|:v:’3|2} =1
€}V
where 8 = 1 / v/h2 + 1 is a normalizing factor in order to sat-

isfy the power constraint E { |xg|2} = 1. As shown in Step 1

and Fig. 4, vz can be seen as the output of a virtual channel
whose input is z1x5. The approximation in (30) further simpli-
fies the virtual channel as a Gaussian channel with a real channel
coefficient h, and an additive Gaussian noise w,,, as shown in
Fig. 5. Based on this approximation, we have

Caesi (hy) 2 Lihy) (21225 25) & Lhy 5y s) (@1 - To;23) .
(32)
Since it is shown in Step 1 that the bounds of Z.p1, which is
given in Theorem 1, is very close to the true mutual information,
we take the upper bound as the approximation of Zgep;. That is

Tstep1 = Zihy 3.k 5) (T172; 3) = G(Crpsk (h1,3), Cresk (h2,3)-
(33)
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Fig. 5. Approximation of the virtual channel in AF-SoftNC.

By considering (32) and (33) together, we have the channel
coefficient h,, as

hyo = Cpsk (G (Chpsk (R1.3) , Chpsk (h2,3))) (34)
where Cgpgy () is the reverse function of Chpsk () and its nu-
merical calculation can be referred to [26]. According to (30)

and as shown in Fig. 5, the received signal at node Ny is then
given by

Y3,2 = Y30 = haoxy+ws s = hy2BhyT1 - Totha 2B, +ws.o.
(35)
Given channel coefficients hq 3 and h3 2, we have

I(h1,3,h2,3,h3,2) (ml;y3,2) = I(h1,3,h2,3,h3,2) ((-Tle) §y3,2)
h2|hs,2|?
h2+)hso[P+1 |
(36)
T(hy 3,ha.5,hs.1) (T2;Y3,1) can be approximated by using the

A Ly s 2) ((z122) 31‘13,2) = Chpsk

same procedure in the approximation Of Z(ny 5,h,5,h5.2) (T1393,2)-

Finally by substituting these results into (29), we have

2 2 2 2
ZLep2 = Cppsk (\/ %%—1) + Chpsk (\/ %ﬁ) :
(37

Again, based on the extensive simulations, it is found that the
approximation in (37) is close to the true mutual information.
Some selected simulation result is also presented and verifies
the accuracy of (37) in Section V.

Step 3: Approximation of instantaneous mutual information

As defined in (24), R(h1,2, h1.3, h3 2, h3,1) is the total instan-
taneous mutual information between the two end nodes through
both the relay link and the direct link. Take node N,. It receives
y1,2 from node N; (direct link) in the first time slot and Y3,2
from node N3 (relay link) in the third time slot. Due to the fact
that node N5 knows its self-information x5, and also based on

the good approximation in (35), x5 can be removed from Y3,2
by

A
Y32 = Y3272 R Y3 9T2 = h3 28hyT1 4 g 2fwy +wa 2. (38)

Assume that node N, has the channel state information
of all the three channels (h1,3, hi2, and hgj), it can
perform MRC to ys> and 712, whose SNR values are
(h% |h3,2|2)/(h12, + |hao)® + 1) and |hy 2|2, respectively. As
a result, the final SNR of the combined signal can be approxi-
mated as (hf, |h3,2)2>/(h% + |haol® + 1) +1h1.2/*. Then, the
total information of x; obtained at node N, through both the
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direct link and the relay link can be approximated as

Zihy 2,h1,3,h 5.h3.2) (T15Y3,2,Y1,2)

~ Ly 2,hazho) (15 93,2, Y1,2) .

h2 |h3 2'2 2
=C — =+ |h :
BPSK <\/h% |h372‘2 1 ‘ 1,2|

By the same procedure, we can obtain the approximation of
Lhy o ihy s hosihs ) (T2393,1,Y2,1)-

Step 4: Approximation of ergodic capacity and outage capac-
ity

By averaging over all channel fading coefficients, the ergodic
mutual information rate of AF-SoftNC can be approximated by

~ C hZihs,2|?
Recarsoine & B Cspsk { \/ 57370, 5 757

2%
hlhs1|?
+ Cgpsk (\/ng\zﬂ + |h2,1|2)} .
(40)
We now consider the outage capacity by taking N, as an ex-
ample. Since Cppsk(+) is a monotonic increasing function, the

outage probability of N; can be expressed as

+ R f?)

e=P (I(h1,21h1,37h2,37h3,2) (1:1; y3,2>y1,2) < Rl)

h2 |3 o 2
~P|C —r = 4|k <R
( BPSK (\/h3+|h3,22+1 \h12] 1 4D

h2 |hs o 2 1
=P (\/h% T half +1 + |h12]” < Cpsk (R1)> :
Given the Rayleigh distribution of h;;, we could ob-
tain the complementary cumulative distribution function of
h2|ha,z|?
h2+|hs 2|*+1
by F(+).® Similar to [Ch5, 25], we can obtain the outage capac-
ity of Ry as

+ |h12 \Z(maybe in numerical method), denoted

Ry = CBPSK (Fl_l(zf)) .

In a similar way, R2 = Cpgpsk (F5 '(¢)) can be obtained,
where Fy(-) is the complementary cumulative distribution func-

(42)

h2 sl
R2+|hs 1| +1
SoftNC system is approximated by

tion of + |hy,1]*. The outage capacity of our AF-

Roc.ar-sefne ~ Cpsk (F'(€)) + Chpsk (F5'(e)).

B. Analysis of SBF-SoftNC

(43)

The analysis procedure for SBF-SoftNC is similar to that for
AF-SoftNC protocol and is also taken in three steps. As shown
in Theorem 1, the approximation of Zep; is the same in AF-
SoftNC and SBF-SoftNC. We now discuss the following two
steps in the analysis of SBF-SoftNC.

Step 2: Approximation of Lgepo

6Tt turns out that it is very difficult to obtain an analytical expression of Fy ()
However, it can be evaluated numerically.
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Fig. 6. Approximation of the virtual channel in SBF-SoftNC.

Since each end node knows its self-information, (29) still
holds for SBF-SoftNC. As shown in (14), the soft bit gen-
erated at the relay node is in fact the “tanh” function of the
LLR value. Since the LLR of x;x2 can be approximated by
hy (z122) 4+ w, as in (30), it is reasonable to use a new random
variable tanh (h, (z122) + w,) to approximate the soft bit of
T1x9,i.e., v3in SBF-SoftNC. That is

vs R vy = 2 tanh (hy (z122) + wy) 44)
where h, and w, have the same meaning as (30). Similar to
(31), the forwarded signal can then be approximated by

T3 A Ty 2 9tanh (hy (z122) + wy) with B {I:cg 2} =1

(45)
where ¢ is a normalizing factor to satisfy the constraint
E {|xg 2} = 1. It can be seen from (44) that in the case of SBF-
SoftNC the virtual channel in Fig. 4 can be approximated with
the Gaussian channel followed by a soft bit transform (“tanh”
function), as shown in Fig. 6. As a result, the received signal at
the end node N5, y3 2, can be approximated by
Y32 ~ y-g72 = h3’29 tanh (hv (1171372) + ’U)v) + w3 2. (46)

However, it is still difficult to calculate the mutual informa-
tion between x;x5 and yé’,z, ie., T ((mlacg) ;yg’,z). According
to the conclusion of the capacity investigation of the memeo-
ryless relay protocols in OWRC [22], the AF protocol and the
demodulate-and-forward (i.e., forward sign (! 5[m]) in (12) to
the destination node) protocol can approach the maximum mu-
tual information performance (the mutual information of the
SBF protocol) in low SNR region and high SNR region respec-
tively. By generalizing this result into the TWRC case, we fur-
ther approximate T ((x122) ;¥4 5) by

T (2z1202; ¥5 5) = max

(47)
{Ztha k) (21525 Y59) s Lihg o he) (T1723 9559 }

A
where H%9 =

hs asign (hy (z122) + wy) + wsz and
Lihshe) ((331352) U, ) is given in (36). The calculation of
)

2
Lhs 2 ihy) ((€122) ;y5%Y) is given in Appendix IL Finally, we
obtain

I(h1,37h2,3,h3,2) (‘rl; y3,2)
= I(h1,37h2,3yh3,2) ((xlIZ) ;y3,2)
N Lihy ha ) ((T122) 5950) =

maX{CBPSK(\/ %),Q(C&%‘}(( v), Cepsk(hs, 2))}

(48)

ZLhy 3,h2,3,h31) (%2;y3,1) can be found in the same way. Finally,
Zsiep2 can be approximated by

IstepZ ~

InaX{CBPSK( %) G(CHad (h,), CBPSK(h3,2))}

+maX{CBPSK(\/ %), G(Capsi(ho), Cresk (hs, 1))}
(49)
Based on the extensive simulations, it is found that the approx-
imation in (49) is close to the true mutual information. Some
simulation result to verify the accuracy of (49) is also presented
in Section V.

Step 3: Approximation of instantaneous mutual information

Since vz in (44) is the approximation of the soft bit of z1z2,
i.e., its MMSE estimation, it can also be regarded as x;z2 plus
certain noise. Then, similar to the approximation in Part A, the
node N first removes its self-information from the received sig-
nal ys o as follows

Y32 (50)
where the real variable h; , is the virtual channel coefficient and
wfj”Q includes the noise ws 7 introduced at N, and the equiva-
lent noise introduced at the relay node and is approximated to
be Gaussian distributed, i.e., w; 5 ~ A (0,1). Then the virtual

channel coefficient A;; , can be determined by

o/ — "
= Y3,2%2 N Y3282 N hy o1 + W 5

h’;;l 2= C];PSK (Ihl 3,h2,3,h3,2 (Il, Ys 2))

~ CBPSK (Ihu,hs 2 ((351502) ?J3,2)) ~

max { \/ h—ff}}-%—l’ Capsk (G (Chsk (ho), CBPSK(h3,2)))}
(51)

After combining ng;’; and y; 2, the SNR of the new signal is

( ;’,2)2 + |h1,2|2. The total information of z; obtained at node
Nj through both the direct link and the relay link can be approx-
imated as

I(x1;y32,012)~T (Jil;yg,z;ym)
2
~ Cppsk ( (hy5)" + |h1,2|2> .

~ N (0,1) in order
to combine yY ,, and y; o with MRC We argue that different as-
sumptions on the distribution of w,, , do not affect the final resuit
in (52) too much because, based on the conclusion in [27], the
mutual information between x; and the two binary 1npgtjym-
metric memoryless output (BISMO) channels’ outputs, y3 , and
1,2, does not depend too much on the distribution of each chan-

(52)

Note that in (50) we assume that wy ,

nel when Z(z1;y1,2) and Z(21; 5 5) are given.
In a similar way, we can obtain the approximation

Z(®2;y3,1,Y2,1) ~ (R} 1)? + |h2,1|%) where the vir-

tual channel coefficient Ay, ;

Cppsk (
is similar to (51)

h’Z,l :1 C’B_PISK (Ih1,37h2,3,h3,1 ($2; y3,1))
~ Cipsk (Thyhsy ((€172)3951)) =

maxc {y/ mrihealr, Cantic (9 (BB (), Cavsc (k1)) }

(53)
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Step 4: Approximation of ergodic capacity and outage capac-
ity

By averaging over all the channel realizations, we can obtain
the approximation of ergodic capacity for the SBF-SoftNC as

2
REC, SBE-SoftNC hE {CBPSK ( (hy5)" + |h1,2|2)}
i,

+h.E. {CBPSK ( (h&l)z + |h2,1|2> } .

By denoting the complementary cumulative distribution func-

tion of \/ (kY 5)" + |hya|* and \/ (7 })? + |hos | with F3(:)
and F(-) respectively, we can obtain the approximation of out-
age capacity for the SBF-SoftNC as

54

Roc.ar-soine & Ciesk (F3 ' (¢)) + Crpsk (Fy '(e)) . (55)

V. SIMULATION AND PERFORMANCE COMPARISON

In this section, we first present simulation results to show the
accuracy of the bounds and approximations which have been
derived in Section IV in the first and second steps of the instan-
taneous mutual information analysis. We then compare the er-
godic capacity and outage capacity performance of the proposed
AF-SoftNC and SBF-SoftNC with that of the conventional relay
protocols in TWRC.

A. Simulation results of bounds and approximations

We first investigate the accuracy of the upper and lower
bounds for Zgepi, given in (28) in Theorem 1. The perfor-
mance of the theoretical bounds and that of the true mutual
information in AF-SoftNC and SBF-SoftNC designs are com-

pared in Fig. 7 with different channel gains ~; 3 = |hl)3|2 and

Y2,3 = |h2,3|2. In the simulation of this subsection, we assume
Yij = Vi V4,5 € {1,2,3}. Two groups of curves are pre-
sented, where ~; 3 is set to O dB for one group and is set to
be the same as vy, 5 for the other group. The true mutual infor-
mation of Zgep for AF-SoftNC and SBF-SoftNC is calculated
according to its definition. That is

Z((z1x2)523) = H (23) — H (z3 |(w122))
ZH(iﬂg) —H([Bg L(xl = To = ﬂ:l))

(56)

As shown in Fig. 7, both the upper and the lower bounds are
close to Zep and can be seen as good approximations in the
analysis of AF-SoftNC and SBF-SoftNC systems.

Next, in Fig. 8, we present some simulation results in the ap-
proximation of Ty with different ; 3 and v2,3. In the simu-
lation, 2,3 = 732 is set to 0 dB for one group of curves and
is set to the same as y1 3 = v31 = 73,2 = 72,3 for the other
group. The curves of the approximation results for AF-SoftNC
and SBF-SoftNC are obtained according to (37) and (49), re-

spectively. The true mutual information is given by the defini-
tion

T (z1;y3,2) + Z(x25931)
=TI ((z122);93.2) + I ((z172) ; 93,1)

=H (y3,2) = H(ys2lz1=22) + H(ys1) — H (ys.1|z1="22)
(57)
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where H (x) denotes the entropy of a random variable .

It is shown in Fig. 8 that the proposed approximation results
are close to Zgep> for almost the whole range of SNR values. Itis
also shown that the SBF-SoftNC has a better performance than
the AF-SoftNC design especially when the SNR is high, which
has also been shown in (49). This result is consistent with that
in the comparison of AF and SBF in OWRC [22].

B. Ergodic capacity and outage capacity

In this part, we compare the ergodic capacity and outage ca-
pacity performance of AF-SoftNC and SBF-SoftNC with the
traditional network coding based two-way relay protocol. This
protocol is similar to the SNC protocol in [4], where the relay
node decodes the two received packets from the two end nodes
separately in an explicit manner, and then combines the packets
into a network coded packet for forwarding. The ergodic capac-
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Fig. 9. Ergodic capacity comparison when A1,3=A23=>5dB,and Ay 2
varies from —5 dB to 15 dB.

ity of the traditional straightforward network coding is
Rec, snec =

min{}F {CBPSK (\/ |h1,2]2 + |h3,2|2>}7}fj{CBPSK(hl,EI)}}

+min{}35‘ {CBPSK( |ho1]? + |h3,1|2>},h§j{CBPSK(h2,3)}}-
(58)

2%
Its outage capacity is simulated according to the definition (25)
as

Roc, sne = max {Ry + Ro} s.t.
Plmin § Cepsk (v/|h1,2]2 + [h3,2]?), Cepsk (h1,3) ;< R1 )< &

Plmin § Cppsk (v/|h2,1]? + |h3,1]2), Cepsk (h2,3) ;< R2 )< e.
(59

In Fig. 9, we compare the ergodic capacity performance of
different two-way relay protocols when fixing the qualities (in
terms of average SNR) of relay channels (the channels between
the end nodes and the relay node) and varying the quality of
direct channel (the channel between the two end nodes). We
assume Rayleigh fading and symmetric average SNR); ; =
Aji Vi, 3 € {1,2,3}. Specifically, the average SNR of the relay
channels is set to 5 dB, i.e.,, A31 = A32 = A1 3 = Ao 3 = V10,
and that of the direct channel A; 2 varies from —5 dB to 15 dB.
In our simulation, “one channel use” means one transmission
process of SoftNC (including three time slots). As shown Fig.
9, SoftNC schemes outperform the traditional SNC scheme in
terms of ergodic capacity when the SNR of the direct channel is
larger than 2 dB.

In Fig. 10, we compare the outage capacity performance of
different schemes under the same settings and the target outage
probability is £ = 0.05. It is shown that our SoftNC schemes
outperform the traditional SNC scheme for almost all the simu-
lated SNR region. Notable is the fact that the SNC scheme in-
volves more processing in terms of channel decoding and re-
encoding at the relay. In both Fig. 9 and 10, the performance of

Outage Capacity (bits/channel use)

5 15
Average SNR 1, (dB)

Fig. 10. Outage capacity comparison when A1 3 =Xz 3=>5dB, and A1 2
varies from —5 dB to 15 dB.
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Fig. 11. Ergodic capacity comparison when Ay 2 =0 dB, A2 3=10 dB
and \; 3 varies from —5 dB to 30 dB.

the traditional SNC scheme is constant because it is constrained
by the unchanged relay links.

In Fig. 11, we investigate the effect of the relay channel qual-
ity on the ergodic capacity performance of different two-way
relay protocols, respectively. Specifically, in the simulation, the
average channel SNR X33 = A39 = 10dB, 2y = A2 =
0 dB and the average SNR of the relay channel between N; and
N3, A\1,3 = Az;1 = —10 dB to 30 dB. As shown in Fig. 11,
the ergodic capacities of the two proposed SoftNC schemes are
better than the traditional SNC scheme except when v1 3 = ¥3 1
falls in the range of 3 dB to 23 dB. This is because the trans-
mission rate of SNC is severely constrained by y; 3 when it is
much less «y, 3 and the transmission rate of SNC is constrained
to constant by 7y 3 when vy 3 is larger than 23 dB.

In Fig. 12, we investigate the outage capacity performance
under the same simulation settings as those in Fig. 11. Differ-
ent from the results in Fig. 11, the outage capacities of the two
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Fig. 12. Outage capacity comparison when A1 2 = 0 dB, A2 3 = 10 dB
and Xy 3 varies from -5 dB to 30 dB.

proposed SoftNC schemes are larger than that of the transitional
SNC scheme along the whole range of 71 3.

From the simulation, we can see that our proposed SoftNC
schemes outperform the traditional SNC scheme in pretty gen-
eral scenarios, especially in terms of outage capacity, even
though SNC is much more complex than our schemes due to
the channel decoding and re-encoding at the lay.

VL. CONCLUSION

In this paper, we propose two new network coding schemes
for wireless TWRC, AF-SoftNC and SBF-SoftNC. In both
schemes, the relay forwards “soft decision” information on the
XOR of the two bits received from the two end nodes. In AF-
SoftNC, the log-likelihood ratio is forwarded; in SBF-SoftNC,
the MMSE estimate is forwarded. In this way, only symbol-
level operation, rather than packet-level channel decoding and
re-encoding operation (for example the traditional network cod-
ing), is required at the relay.

We analyze the ergodic capacity and the outage capacity of
the SoftNC schemes. Compared to traditional network coding,
our proposed SoftNC schemes perform better under some com-
mon scenarios, such as the case when the direct link has a better
quality, although the relay is appreciable less complex. For im-
plementation, in time-varying wireless networks, the relay node
may adaptively select SoftNC or traditional SNC network cod-
ing based on channel quality and on its own capability (energy,
hardware, and so on).
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APPENDICES
Appendix I: Proof of Theorem 1

Note that the multiplication of two BPSK symbols in the
transmitted packet, 1229, is equivalent to the XOR of two binary
bits in the corresponding codewords, d; & da. Since Gaussian
channel belongs to BISMO channels, the following inequalities
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Fig. 13. The serial concatenation of two BSCs.

can be obtained from Theorem 2 in [27] directly

Copsk (P1,3)Chpsi(ho,3) < I ((x122) 41,3, Y2,3)
= I ((w132);v1,3,v2,3)
< G(Copsk(h1,3), Copsk (h2,3)).
(60)
According to the signal processing (16) in AF-SoftNC and that
(18) in SBF-SoftNC, it can be found that no information about
T1x9 is lost, ie., I((xlxz) ;y1,3,y273) = I((IELTQ) ;wg). We
take the SBF-SoftNC protocol as an example to prove it

Z((z122) s ¥1,3,¥2,3) = H(z122) —H{(z122) |y1,3,Y2.3)
=1— H(Pr (xlscg) -1 |y1 3,2/23))
= 1—111(1 (Pr((z122)=1{y1,3,y2, 3) Pr((z1z2)=—1ly1,3,42,3))

:1—H(ﬂ) =1- (Pr((wlxg) =-1 ]ZL'3))
:1——7‘(((.16 IQ) leg) I((l‘lxz) ;5133) .

(61)

Appendix II: Mutual Information for Demodulate and
Forward

This appendlx shows the approximation of Lihs 2,h0)
(x172; 5% 4) in (47), which can be seen as the mutual infor-
mation between the source and destination of a two-hop memo-
ryless relay channel, where x;z5 is the transmitted signal from
the source, h, and hs3 5 are the channel coefficients of the two
hops, respectively, w, and ws o are the noises at relay node
and destination node respectively. Since it is assumed that the
demodulate-and-forward protocol is used at the relay, the mu-
tual information of the first hop with hard decision is given by

T ((z172) ; sign (hy (z122) + wy))

=1— H (Pr((z122) # sign( (z122) +wy))) (62
=1—H (1 - o1 (|hy) = CEEL (hy)

where @1 (-) is the cumulative distribution function of a nor-
mal distribution A/ (0,1). It can be seen that the capacity of
the second hop is Cgpsk (hs,2). Although it is difficult to cal-
culate the exact formula of Z(s, , r,) ((z172) ; ¥549), the fol-
lowing theorem provides a tight upper bound and a tight lower
bound.

Lemma A1: For a serial concatenated channel which consists
of two binary symmetric channels (BSCs) with the crossover
probabilities being p; and py, and the mutual information being
I, = H(p1) and I, = H (ps), respectively, as shown in Fig.
13. The mutual information of the serial concatenated channel
is

Fig. 14. Decomposition a BISMO channel into a set of BSCs.

Isc =G (L, ). (63)

Proof: Since the crossover probabilities of the two BSC are
p1 and po, respectively, the crossover probability of the serial
concatenated channel is

p=p1 (1 —p2) +p2(1—p1) =p1+p2—2pip2. (64

According to the definition of H(p) in (29), the mutual infor-
mation of the serial concatenated channel is

g(IlaI2) .

Theorem Al: Consider a two hop memoryless relay chan-
nels, denoted by S — R — T, the channel in the first hop is a
BSC with mutual information Jjp; and that in the second hop is
a binary input symmetric memoryless output (BISMO) channel
with mutual information Ij,,p2. Then the capacity between S and
T, denoted by Iior,, is bounded by

Ihopl ) Ihop2 < Itotal < g (Ihopla Ih0p2) .

Proof: As shown in [27], the BISMO channel in the sec-
ond hop can be decomposed it into a set of BSCs. Define

J 2 {j1, 72, J3,ja, - - -} with 3, > 0 be the set which consists
of the amplitude values of the possible outputs of the second
channel. Fig. 14 provides an example of the BISMO channel
decomposition. Define the crossover probability of each BSC in
the decomposition of the BISMO channel as

Isc =1-H(p)= (65)

(66)

Pr(T=—j,|R=+1land T = %3,), ifj, #0,
q(jn) £ 1/2, if 5, = 0.
(67)
The mutual information of each BSC is given by
[(ja) ST(R;TIT = +ju) =1-H(q(ja)).  (68)

By averaging over all possible j,,, the mutual information of the

BISMO channel in the second hop is given by

= E {I{jn)}.
Jn€J

1 hop2 (69)
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By considering the BSC channel in the first hop and the de-
composition of the BISMO channel in the second hop together,
the total serial concatenated channel can be decomposed into
a group of small serial concatenated channels with each being
made up of two BSCs. According to Lemma Al, the mutual
information of the small serial concatenated channel with the
output jy, is given by G (Ihopi, I (jn)). Averaging it over all pos-
sible 7, yields

Tiora =

,EJ {G (Inopts I (Jn))} - (70)

In€

Since it has been shown in [27] that G (a, b) is concave for both
aorband G (a,b) > ab, it can found that

IhoplIhopZ = ‘EJ {Ihopll (]n)} < Tiow
JTL

(71)
<g (Ihophj ng {I (]n)}) =g (Ihoph IhopZ) .

The received signal y5'5¢ 2 hs osign (hy (z122) +wy) +
w3,z can be regarded as the output of a serial concatenated chan-
nel. The channel in the first hop whose input is z;xo and the
output is sign (h, (x122) + w,) can be regarded as a BSC. The
Gaussian channel in the second hop belongs to BISMO chan-
nels, it can be obtained directly from Theorem Al that

Cak (ho) Cowsic (hs.2) < Ty o) (2102) 955°)

<g( Hard

(72)
ook (1v) , Coesk (hs2))

where CHI?S‘}( (hy) and Cgpsk (h3,2) denote the mutual informa-
tion of the channels in the two hops, respectively.
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