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Abstract

To construct user profiles automatically, an extraction method for representative keywords from a set of documents is needed. In our
previous works, we suggested such a method and showed its usefulness. Here, we apply it to the classification problem and observe how
much it contributes to performance improvement. The method can be used as a linear document classifier with few modifications. So, we
first evaluate its performance for that case. The method is also applicable to some non-linear classification methods such as GIS
(Generalized Instance Set). In GIS algorithm, generalized instances are built from training documents by a generalization function and then
the K-NN algorithm is applied to them, where the method can be used as a generalization function. For comparative works, two famous
linear classification methods, Rocchio and Widrow-Hoff algorithms, are also used. Experimental results show that our method is better than
the others for the case that only positive documents are considered, but not when negative documents are considered together.
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1. Introduction

Humans utilizing web search engines or various information
retrieval (IR) systems make a query based on restricted
vocabulary and expertise for their preferred domain to find the
most appropriate contents. Similarly users of information
filtering (IF) systems describe their interests in their own
profiles to have a recommendation or delivery service of
appropriate information.

IR systems provide user friendly service and high-quality
retrieval outcomes by web surfing with a provided query and
taking user feedback from retrieval results or performing
supplementary works such as automatic query term modification
and its reweighting. IF systems also do similar kinds of profile
modification processes as IR systems.

User profile can be constructed by hand, or learned
automatically with the explicit or implicit user feedback. Some
systems require users to explicitly specify their profiles, often as
a set of keywords or categories. Studies have shown that such
explicit feedback from the user is clearly useful [4, 21].
However, it is difficult for a user to exactly and correctly specify
their information needs.

Moreover, many users are unwilling to provide relevance
Jjudgments on documents in practice [15, 19]. An alternative is

to use feedback based on user’s behavior to

implicit
automatically construct user models [6, 9, 14]. In this case,

system should construct user profile, often, by extracting
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automatically representative keywords based on a set of
feedback documents.

Kim et al. [8] propose RKEF (Representative Keywords
Extraction by Fuzzy inference) method for extracting
representative keywords from a few documents that might
interest users, where a fuzzy inference technique and a term
reweighting scheme based the term co-occurrence similarity are
applied. Tt first extracts candidate terms and choose a number of
terms called initial representative keywords (IRKs) among them
through fuzzy inference. Then, by expanding IRKs and
reweighting them using term co-occurrence similarity, the final
representative keywords are extracted.

RKEF method can be applied to the document classification
problem. So, we, in this paper, apply it to that problem and
observe how much it contributes to performance improvement.
The method can be used as a linear document classifier with few
modifications. So, we first evaluate its performance for that case.
The method is also applicable to some non-linear classification
methods such as GIS (Generalized Instance Set) [10, 11]. The
basic idea of GIS algorithm is to construct a set of generalized
instances to replace original training examples by generalization
function and apply k-NN (k-nearest neighbor) algorithm [20] to
them. In this paper, RKEF is chosen as a generalization function
of GIS and compared to Rocchio and Widrow-Hoff algorithms.

The remainder of the paper is organized as follows: next
section introduces RKEF method briefly. Section 3 presents
performance evaluation when RKEF method is used as a linear
classifier. In Section 4, the performance evaluation when RKEF
is used as a generalization function of GIS is given, and
concluding remarks are followed in Section 5.
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2. Extraction of representative keywords from a
few documents by fuzzy inference

In [8], we suggested RKEF method in order to extract
representative keywords (RKs) reflecting user preferred contents
from a few example documents. Here we briefly introduce
RKEF method that is almost the same as the one in [8] except
some details. The entire process of RKEF is composed of three
steps:

i. Calculate the importance of candidate keywords by fuzzy

inference.

ii. Select initial representative keywords.

iii. Expand and reweight initial representative keywords.

2.1 Calculation of the importance of candidate keywords by
fuzzy inference

Representative keywords are a kind of summarization for the
documents. Their weights should reflect their representative
ability. Therefore, several factors should be considered to decide
weights of candidate terms which are terms extracted from a
training document set by simple processing. Those factors -
normalized term frequency NTF, the normalized document
inverse document

frequency NDF, and the normalized

frequency NIDF - are represented in Equation 1.

NTF TF,/ DF,
mex [TF,/DF)]
- DF,/TD (1)
max [ DF, /TD]
N][)pj:ﬂ
max  IDF,

where, TF,is the frequency of term 7, in the example (or
feedback) documents; DF, is the number of documents having
term ¢, in the example documents; 7D is the number of the
example documents; /DF, represents the inverse document
frequency of term ¢, over an entire document collection, not
over example documents.

Because the factors essentially have inexact and uncertain
characteristics, we combine them by fuzzy inference instead of a
simple equation to obtain the weight of candidate keywords. Fig.
1 shows the membership functions of the input/output variables
used for fuzzy inference. The term weight TW is derived by
Mamdani’s fuzzy inference method with the 18 fuzzy rules in
Table 1.

The overall procedure for calculating the weight of a
candidate term is as follows. Refer [8] for detail.

i. Apply the NDTF, NDF, and NIDF fuzzy values to the

antecedent portions of 18 fuzzy rules.

ii. Find the minimum value among the membership degrees

of three input fuzzy values.

iii. Classify every 18-membership degree into 6 groups

according to the fuzzy output variable TW.
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Fig.1. Fuzzy membership functions of input and output
variables

Table 1. Fuzzy inference rules

NIDF NIDF
NOF S M L NOF S M L
S z z S S z S M
M V4 M L M S L X
L S L X L M X | XX
NTF = s NTF = L

iv. Calculate the maximum output value for each group and

then generate 6 output values.

For instance, let us assume, there is one term, whose NIDF is
0.35, NDF is 0.2 and NDTF is 0.3. The degree of membership is
determined by plugging the selected input parameter (NIDF,
NDF or NDTF) into the horizontal axis and projecting vertically
to the upper boundary of the membership function(s) in Fig. 1.
Therefore the result is as follows.

NIDF=0.35 : $S=0.00, M=0.57,

NDF=0.20 : $=0.43, M=0.14;

NDTF=0.30 : S=0.53, L=0.07.

Now referring back to the rules, only 8 rules out of 18 rules
need to be selected. The effective rules are listed as follows.

1. if (NIDF=S,NDF=S,NDTF=S) then TW=Z

min{S=0.00,5=0.43,5=0.53}=0.00

2. if (NIDF=S,NDF=M,NDTF=S) then TW=Z

min {$=0.00,M=0.14,S=0.53}=0.00

3. if (NIDF=M,NDF=S,NDTF=S) then TW=Z

min{M=0.57,5=0.43,5=0.53}=0.43

4. if (NIDF=M,NDF=M,NDTF=S) then TW=M

min{M=0.57,M=0.14,5S=0.53}=0.14
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5. if (NIDF=S,NDF=S,NDTF=L) then TW=Z
min {8$=0.00,8=0.43,L=0.07}=0.00
6. if (NIDF=S,NDF=M,NDTF=L) then TW=S
min{S=0.00,M=0.14,L=0.07}=0.00
7. if (NIDF=M,NDF=S NDTF=L) then TW=S
min{M=0.57,8=0.43,L=0.07}=0.07
8. if (NIDF=M,NDF=M ,NDTF=L) then TW=L
min{M=0.57,M=0.14,1L=0.07}=0.07
Then we calculate the maximum output value for each group
and then generate 6 output values, as shown in Fig. 2, which
consist a fuzzy set of TW as follows.

TW = {Z10.43, $\0.07, M\0.14, 110.07, X\0.0, XX\0.0}

At last, the center of gravity is used to defuzzify the output
into one value.

TW=(0.43 > 0.1+0.07 X 0.2+0.14 X 0.4+0.07 < 0.7) /
(0.110.2+0.4+0.7) = 0.116

0 0.1 0.2 0.4 0.6 0.7 0.8 1

Fig. 2. Defuzzification of the output

As shown in Table 1, we give a higher weight to a term with a
high NDF if it’s not a general term. This comes from our
intuition that the terms across many relevant documents are
highly probable to be a representative of documents. We also
give benefit to the term with a higher NTF. Compare two tables
in Table 1.The rules are not optimal and so we can get a better
rule set by changing some parts of rule tables like those in [8].
In this paper, we didn’t try to find optimal one because the rules
in Table 1 are enough to show merits of our method.

2.2 Selection of initial representative keywords

After the weights of candidate terms are calculated through
fuzzy inference, we need prioritize them to select IRKs. We
could simply select candidate terms with a higher weight than a
threshold as IRKs. However we observed that the performance
of the approach heavily depended on the threshold value and the
performance was also not good especially in the case that some
documents do not contain any IRK. So, we impose a constraint
that each example document should contain at least one or more
initial representative keywords. The algorithm for selection of
IRKSs is shown in Fig. 3.

Procedure get ITS(DS, TS)
DS: Example Documents Set (input)
TS: Candidate Terms Set (input)
ITS: Initial Representative Terms Set, initialized to empty.
(output)
TS’ Temporary Terms Set, initialized to TS.

d, t: Document and Term element respectively.

1] Repeat

2] Select a document element as d from DS.

3]  Repeat

4] Select the highest element as t in TS’ according to the
weight.

5] If t appears in d and not member of ITS then add t to
ITS.

6 Remove t from TS.

1

1 Until t appears in d.
8] Remove d from DS.

] Assign TS to TS’.
10] Until DS is empty.
117 Return ITS.

Fig. 3. The algorithm for selection of IRKs

2.3 Term expansion and reweighting of representative
keywords

The final representative keywords (FRKs) come from IRKs
by expanding IRKs and reweighting them. If S5 terms are
required to represent a user’s preference and the number of
IRKs is 3, then 2 terms with highest weights except IRKs are
selected additionally. Once the FRKs are obtained, they are
reweighted by a relevance feedback technique. Several
relevance feedback techniques [16] have been proposed in the
literature of information retrieval. Among them, we thought the
one showing a good performance, if not the best, is enough to
demonstrate our idea. So in RKEF method our previous work
[7] is used to reweight FRKs because it’s already implemented
and its performance is better than classical ones such as Rocchio
and Ide [7].

In [7], the relevance degree is used to determine co-
occurrence similarity between a candidate term and query terms.
In our work, IRKs are treated as query terms. Thus the
relevance degree of a term is calculated by

ST )

e

4l @

where, RD, is the relevance degree between the set of IRKs
and candidate term 7, in a document d, ; ? ;118 the frequency
of IRK ¢, inadocument d,; ff;, is the frequency of candidate
term ¢, in a document d, ; » is the number of IRKs, p is a
control parameter. In this work, p is set to 10. The RD, is
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treated as 0 if it has a negative value. The equation gives merit
to those terms which are collocated with IRKs.
After calculating the relevance degree of FRKs, Equation 3 is
used to compute their weights in the set of feedback documents.
w, =Y (x, xRD,) (3)
keC
where, w,is the weight of FRK ¢ in the feedback document
set; x, is the weight of term ¢, in a document d, ; C is the set
of positive feedback documents.
Finally, the final weight of FRK ¢,

w; , is calculated by
W=W+W C))

where, w, is the initial weight of term #, and calculated by the

following.
w,=(0.5+ M)X log(ﬁ )
max, ; n,
where, frg, 1is the frequency of term 7 in the query (i.e. the

set of IRKs); #

i

is the frequency of documents where ¢,
appears; N is the total number of documents.

3. The performance evaluation when RKEF is
used as a linear classifier
similar to

Our previous work [8] is

representative keywords of a set of example documents in the

constructing

field of automatic text classification, especially linear
approaches among various document classification methods —
decision tree, decision rule, neural networks, Rocchio, Widrow-
Hoff, k-NN, GIS, and SVM [5, 12, 13, 18, 20, 22]. Thus, we,
here, review two representative linear classification algorithms,
Rocchio and Widrow-Hoff, before evaluating our method over

the two methods.

3.1 Linear classifier

In IR systems, a text is generally represented as a feature
vector, x=(x,Xx,,..x,), where x I is the weight value that
feature j takes on for this document, and J is the number of
features. For example, d might be the number of distinct non-
stop words in a document collection and x L be the frequency of
a specific word in this document.

In order to rank documents, a document retrieval system
typically applies a d-ary function f'to each vector x, producing a
score f{x). Documents with the largest values of f{x) rank at the
top of retrieval results. A text categorization system might
similarly compute scores f{x} and assign a category only to those
documents. The functions are linear, that is, they can be
represented as the dot product of a weight vector w and the
feature vector x [12]:
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f(x)=w-x=iwjxj (6)

Rocchio and Widrow-Hoff linear classifiers among many
classifiers train corpus of training documents and derive the
weight vectors or centroid vectors to classify new documents

correctly.

3.1.1 Rocchio classifier

Rocchio classifier [12, 18] is based on the relevance feedback
algorithm originally used for the vector space retrieval model. It
has been extensively used for document classification. The
Rocchio algorithm operates in batch mode and produces a new
weight vector w from an existing weight vector w; and a set of
training examples:

Z X j Z X j

Wj:aw1'+ﬂL_}/L (7)
g e n—n,
where x; ; is the weights of term i in document j, n is the

number of training examples, C is the set of positive training
examples, and » is the number of positive training examples.
The parameters «,f,y control the relative impact of the initial
weight vector, the positive examples, and the negative examples,
respectively. If =0, =1, and y =1, then the difference in
the mean of weight vectors for positive and negative training
instances is calculated as the weight vector of specific features
for a document collection.

Classifiers produced with the Rocchio algorithm are restricted
to having nonnegative weights, so that instead of using the raw
w from Equation 7, we use the following w where

o w
w, =
0

3.1.2 Widrow-Hoff classifier
Widrow-Hoff classifier is an online method since it runs

ifw, >0
' (®)

otherwise

through the training examples one at a time updating a weight
vector at each step [12]. The weight vector is initially set to all
zeros vector, wy =(0,0,...,0) . At each step, the new weight
vector W, is calculated from the old weight vector w; using
training example x; with label y;. The class label y; is 1 ifa
training document x; is in the set of positive or relevant
training documents, otherwise 0. Since the term 2(w-x—y)x
in Equation 9 is the gradient of the squared error (w-x—y)*,
the Widrow-Hoff algorithm tries to move in a direction in which
this error is decreasing.

Wi = Wiy =2n(w, X, — y)x, ©)

where, the learning rate 7 controls how quickly the weight
vector w; is allowed to change.
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3.2 Experimental Evaluation

Since the RKEF method is originally proposed for the case of
a few positive feedback documents, we first compare to the
Rocchio and Widrow-Hoff algorithms for a few positive
feedback documents. And then the experiments are performed
for the case with many positive feedbacks.

As we know, a different number of FRKs has different
representative power. In [8], to find out the optimal number of
FRKs when a few positive feedback documents are given, a
series of experiments were conducted increasing the number of
FRKs from 5 to 30 by 5. The result showed that RKEF method
is better than the others in all cases, especially when 10 FRKs
are used. However, in this work, we use all candidate terms as
FRKs for just simplicity.

3.2.1 Performance evaluation considering a few positive
feedback documents

Experimental environment. We used Reuters-21578 data as
our experimental document set [1]. In this paper, TOPICS
category set having 135 categories of Reuters-21578 in which
unlabelled documents were previously eliminated is selected.
We divide the documents according to the “ModeApte” split.
Among the 135 categories, we choose 90 ones including at least
one training example and one testing example. Then, we finally
select 21 categories that have from 10 to 30 training documents.
The 3019 documents of those categories are used as testing
documents. The document frequency information from 7770
training documents in 90 categories is used to calculate IDF of
terms. We exclude negative documents under the assumption
that users generally present positive documents coincident with
their preferences.

The weight vectors of terms in the two methods compared
with RKEF are calculated by TF x IDF [12]. Control parameters
are set to the following values in this experiment: a=0, B=1, y=0
in Rocchio algorithm, 1=0.25, y=1 (positive documents) in
Widrow-Hoff algorithm [12] and p=10 in Equation 2 of Section
2.3 in our method.

Documents are ranked by the cosine similarity [2, 20] with

the FRKs. We used the average precision values derived through
an interpolation procedure for 11 standard recall levels as a
classification measure [2, 18, 23].
Experimental results. Table 2 shows the average result of the
RKEF compared to the two existing classifiers for 21categories.
As shown in Table 2, the RKEF method outperforms the two
ones. Please note that a few documents having from 10 to 30
training documents are used. RO represents the Rocchio
classifier and WH the Widrow-Hoff algorithm, respectively in
Table 2.

Table 2. Performance of 21 categories in the REUTERS
corpus and comparison with two existing classifiers
11 points average precision

Category
RO WH RKEF
lumber 0.346 0.354 0.550
dmk 0.044 0.042 0.084
sunseed 0.376 0.375 0.451
lei 0.273 0.273 0.363
soy-meal 0.539 0.447 0.772
fuel 0.429 0.436 0.518
soy-oil 0.185 0.185 0.323
heat 0.483 0.480 0.626
lead 0.556 0.557 0.614
housing 0.373 0373 0.352
strategic-met 0.127 0.137 0.120
hog 0.513 0.533 0.485
orange 0.933 0.933 0.975
tin 0.959 0.966 0.986
rapeseed 0.443 0.428 0.575
wpi 0.764 0.708 0.728
pet-chem 0.405 0.482 0.308
silver 0.377 0.508 0.770
zinc 0.880 0.799 0.921
retail 0.030 0.024 0.194
sorghum 0.489 0.342 0.591
Average 0.454 0.447 0.538

3.2.2 Performance evaluation considering a set of many
positive feedback documents

We found that the proposed RKEF method yielded good
results in the case of positive documents from 10 to 30 through
the previous experiment in Section 3.2.2. Here, we would like to
do a performance evaluation when more positive feedback
documents are given than the previous experiment.
Experimental environment. Values of control parameters are
the same as the previous experiment. We choose upper 20
categories including lots of training examples among 90 ones
explained in the previous work.
Experimental results. Table 3 shows the average result of the
RKEF compared to the two conventional classifiers for upper 20
categories having lots of training examples. As shown in Table 3,
the proposed method yields a little better performance than the
other two. This result indicates that a large document set need to
be clustered and then the RKEF should have been applied to
each group of a few documents.
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Table 3. Performance of upper 20 categories with lots of training

examples
11 points average precision

Category
RO WH RKEF
nat-gas 0.492 0.494 0.591
soybean 0.639 0.589 0.708
veg-oil 0.626 0.630 0.625
gold 0.855 0.843 0.831
gnp 0.816 0.820 0.888
coffee 0.936 0.979 0.951
oilseed 0.483 0.425 0.434
sugar 0.739 0.776 0.720
dir 0.636 0.686 0.698
money-suppl 0.334 0.587 0.697
corn 0.644 0.624 0.677
ship 0.822 0.745 0.781
wheat 0.764 0.798 0.802
interest 0.636 0.720 0.641
trade 0.717 0.661 0.705
crude 0.778 0.801 0.791
grain 0.802 0.871 0.837
money-fx 0.582 0.537 0.613
acq 0.576 0.727 0.718
earn 0.961 0.948 0.908
Average 0.692 0.713 0.731

4. The performance evaluation when RKEF is
used as a generalization function of GIS

In the previous section, we observe that RKEF can improve
the document classification performance when it’s used as a
linear classification method. Here, we show how RKEF is
applicable to non-linear document classification and give
performance evaluation for that case.

Grouping documents into several clusters, we can apply
RKEF method to each cluster of documents. For this type of
experiment, GIS approach [10, 11, 18] is used because it is well
known in text categorization and RKEF method can be used in
generating generalized instances.

4.1 GIS (Generalized Instance Set) classifier

GIS algorithm unifies the linear classifiers and the k-NN (K-
Nearest Neighbor) classifier [10, 11]. The k-NN algorithm is
applied to Expert Network (ExpNet) for text categorization [20].
In a k-NN classifier, it does not directly generate the weight
vectors from training examples like linear classifiers. On the
contrary, the cosine similarity sim(X,D,) between each

training document D, and the request document X is
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calculated. The training examples are sorted by the cosine
similarity in descending order and then the k top-ranking
documents are selected. The final score of the request document
to each category is computed from considering the similarity
metric of these k chosen documents and their category
association.

The k-NN algorithm shows good performance without
constructing document model (or representative vector). But it’s
too sensitive to noisy data. So, in GIS, generalized instances
(GIs) are used instead of original documents to overcome the
of k-NN classifier.
generalization function which groups documents into several

weakness GIs are generated by a

clusters and builds a model for each cluster. We call the set of
GIS. Various
generalization task. In [10], two linear classifiers, the Rocchio

models algorithms can be used for the
and Widrow-Hoff algorithm, are used to construct a set of GIs to
replace the original training instances.

After generalized instances are generated, documents can be
classified using Equation 10 similar to the one used in the k-NN
by regarding these Gls as training documents. Assoc(G,C) is
defined as the association factor between a generalized instance
G and the category C.

Score(X,C) = z Sim(G, X)x Assoc(G,C)

GeGS

(10)

Assoc(G,C) = &
P

where G is a generalized instance, GS is the generalized instance
set, P is the number of positive documents in the category C
among the training set, P, is the number of documents in &
nearest neighbors of G among positive documents in the
category C. Assoc{(G,C) represents a measure how much a
set of positive documents in the category C contribute to
construct a generalized instance G. For example, Assoc(G,C)
is 1 if every document relating to construct a generalized
instance G is assigned to the category C. On the other hand, if
no document in the category C contributes to construct a
generalized instance G, then Assoc(G,C) is 0.

The category of the new document X is determined based on
its value of Score function. Namely, if the score is greater than a
threshold, category C is assigned to document X. In other words,
GIS classifier is a method applying k-NN classifier to a
generalized instance set instead of original training documents.

4.2 Experimental Evaluation

The RKEF method was initially proposed under the
assumption that only positive feedback documents were given.
Regardless of this assumption, one may have a question on the
performance of RKEF when it was applied to document sets
containing negative documents. So, here, we first give the
performance evaluation when only positive documents are
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considered and then when negative documents are also
considered.

4.2.1 Performance evaluation considering only positive
documents

Experimental environment. Values of control parameters are
the same as the previous experiment. We choose upper 20
categories including lots of training examples among 90 ones
explained in the previous work. We apply Rocchio, Widrow-
Hoff, and the proposed algorithms as a generalization function.
We carry out a series of experiments increasing the number of &
used in the generalization function from 10 to 150 by 10. In GIS
algorithm, the result of clustering is controlled by not the
number of clusters but the number of documents in a cluster, say
k.

Experimental results

results. The Dbest of different
combinations for 15 values of k are given in Table 4, where
GIS-RO, GIS-WH and GIS-RKEF represent a method to
combine GIS algorithm and the Rocchio’s, the Widrow-Hoff’s,
and the RKEF classifier respectively. As shown in Table 4, the
RKEF method yields more improved performance than the
others when only positive feedback documents are used in the
generalization function.

Table 4. Performance comparison when only positive feedback

documents are used in the generalization function

4.2.2 Performance evaluation considering negative
documents
In GIS algorithm, training documents are grouped into several
clusters and a generalization function is applied to each cluster
to get the general instance (or representative vector). So, a
cluster usually contains not only positive examples but also
negative ones, which makes us hard to apply RKEF to all
example documents in a cluster. Therefore, in this work, we
apply RKEF method to positive examples and negative
examples separately and then combine them by the following
equation:
wS = aw, —ﬂ;;v

(1
where, P is the set of positive feedback documents included in

—p
the given cluster C; N is the set of negative documents; w; and
—N

w;  represent the weights of FRKs extracted by RKEF method

from P and N, respectively; wS

.~ is the weight of term ¢, in the
cluster C.

Experimental environment. Experimental domain is the same
as the experiments in Section 4.2.1. Since the previous
experiments are performed based on the positive documents
only, a=0, B=1, y=0 in the Rocchio algorithm and n=0.25 in the
Widrow-Hoff algorithm are used as control parameter values. So,
we change the parameter values for negative documents. That is,
a=0, B=1, y=1 are used in the Rocchio, n=0.25 in the Widrow-

Hoff, and a=1 and =1 in Equation 11.

Category Best Experimental results. The best ones among experimental
GIS-RO GIS-WH GIS-RKEF results with 15 values of & for each generalization method based
nat-gas 0.518 0.599 0.643 on positive and negative documents are given in Table 5. In
soybean 0.642 0.654 0.738 Table 4, the RKEF method yield more improved performance
veg-oil 0.657 0.651 0.756 than the others when only positive feedback documents are used
gold 0.861 0.863 0.846 in the generalization function of the GIS algorithm. On the other
anp 0.831 0.835 0.871 hand, GIS-RKEF doe§ n(?t show be'tter performance than the
coffee 0.947 0.936 0,089 GIS-RO when considering negative feedbalck documents
. . | ight i
oilseed 0497 0.508 0.601 Together Such results mig bﬁ? caused‘ by app .ymg the fuzzy
inference rules and membership functions designed only for
sugar 0.793 0.807 0.882 . . X
positive feedback documents to the negative documents without
dir 0.719 0.726 0.751 e .
any modification.
money-suppl 0.624 0.607 0.726
0.658 0.654 . . i
Cofn 0.797 Table 5. Average comparison when both of positive and
ship 0831 0821 0.854 negative documents are used in the generalization function
wheat 0.808 0.803 0.861 (GIS-RO, GIS-WH, GIS-RKEF)
interest 0.731 0.738 0.793
Best
trade 0.733 0.740 0.749 Category
crude 0.809 0.808 0.846 GIS-RO GIS-WH GIS-RKEF
grain 0.859 0.866 0.867 nat-gas 0.723 0.694 0.667
money-fx 0.616 0.615 0.663 soybean 0.780 0.740 0.779
acq 0.707 0.708 0.792 veg-oil 0.739 0.716 0.701
earn 0.963 0.962 0.962 gold 0.862 0.866 0.853
Average 0.740 0.745 0.799 gnp 0.932 0.915 0.930
coffee 0.988 0.991 0.985
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oilseed 0.663 0.665 0.613
sugar 0.910 0.914 0.917
dlr 0.805 0.777 0.787
money-suppl 0.726 0.725 0.727
corn 0.898 0.857 0.901
ship 0.880 0.866 0.876
wheat 0.893 0.874 0.929
interest 0.803 0.790 0.802
trade 0.788 0.770 0.810
crude 0.880 0.838 0.892
grain 0.937 0.960 0.946
money-fx 0.694 0.686 0.688
acq 0.877 0.822 0.875
earn 0.967 0.966 0.964
Average 0.837 0.819 0.832

5. Conclusions

In this paper, we conducted a series of experiments for
verifying RKEF method that extracts important keywords from
a few positive example documents by fuzzy inference and
relevance feedback techniques. We observed that the method
still has merits over some representative linear approaches in
text classification such as Roccio and Widraw-Hoff when
applying the method to the larger document sets. We also
observed that the performance of the method is increased at
somewhat extent when combined with GIS algorithm, which
means the method shows benefits for a small set of positive
feedback documents as originally designed. When negative
example documents are considered together with positive ones,
the performance was not good as expected, which leads us the
partial conclusion that the fuzzy inference rules and membership
functions do not work well for negative documents because they
are designed only considering positive documents. It also
imposes the possibility of performance improvement of RKEF
method if appropriate rules and membership functions are
designed for negative example documents.

In information retrieval environment, a user judges the
relevance of one or more of retrieved documents and these
judgments are fed back to the system to improve the initial
search result [17]. Buckey et al. [3] experimentally verified that
the recall-precision effectiveness is roughly proportional to the
log of the number of known relevant documents. In other words,
the greater the amount of feedback from the user to the system,
the better is the search effectiveness of the system. However,
this expectation is often not met in Web information retrieval
because most of users are reluctant to provide hundreds of
relevance judgments. They give relevance judgments for a few
documents, for example, around 10 documents. So, RKEF

182

method will be useful in capturing user preference for that case.
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