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Abstract
In this paper, we propose the systolic array architecture for the vector median filter. In the color image processing,
the vecAor signal (ie. the color) consists of three elements, red, green and blue. The vector median filter is very
effective to utilize the correlation among red, green and blue elements. The computational complexity of the
proposed architecture for computing the vector median of N vector signals is (N+2) clock periods compared to the
(3¥+1) clock periods in the previous method. In addition to, the input vector signals can be loaded in seral in the
proposed architecture. In the previous method, & input vector signals should be loaded to the vector median filter in

parallel at the first clock. The proposed architecture is implemented with FPGA.
Keywords : Median filter, Systolic array, Color image processing.

I. Introduction

In the image processing, the noise can be added to the
original images through the transmission and the system
itself. To reduce the noise especially the impulse noise,
the median filter is widely used. Linear filters such as
the lowpass filter are used to remove the Gaussian noise
but these filters blur the edges and the sharp details.
The median filter is suited for removing the impulse
noise such as the salt and the pepper noise while

preserving the edges.m]
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The median filter is firstly
proposed by Turkey™ and Neuvo'Yextended the median
filter to the wvector median filter which processes a
series of the vector signals each of which consists of
the elements more than 2. In the color image processing,

the vector signal (i.e. the color) consists of three
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elements, red, green and blue. The vector median filter
is very effective to utilize the correlation among red,
green and blue elements.

Chang et alLSJproposed the systolic array architecture
for computing the vector median. In that architecture,
the (3¥+1) clock periods are required for computing the
vector median from N vector signals and N input vector
signals should be loaded to the vector median filter in
parallel at the first clock. In this paper, we propose the
new systolic array architecture computing the vector
median. The first vector median for N vector signals is
(3NV+2)
vector medians are computed at every (N+2) clock

computed after the clock periods. Following

periods. In the proposed architecture, N input vector
signals are loaded in serial to the vector median filter.

In section 2, the definitions and vector median filter are
described. The proposed architecture for the vector
median filter is presented in section 3. Conclusion is

given in section 4.
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II. Vector Median Filter

The median filtering is performed by sliding a window
across the pixels of the image.
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Fig. 1. The median filtering with the 3x3 window.

QOutput Image

Fig. 1. shows the vector median filtering with the 3X3
window whose center pixel is located at the third row
and the fourth column. The number of pixels in the
kx k window is ¥ =N (9 pixels in the 3x3 window)
and the pixel P, within the window has the value =z;.
The pixel values in the window, z,,%,, -z, are sorted
in ascending order and the medium value ((+1)/2th
element in the sorted list) is selected as the median
Z,eq. The median value can be expressed as in Eq. (1).

Lrned = %d(mvmw'"’:’w) = Md(xg) (1)
The computed median Z,,.q is placed to the pixel in

the output image corresponding to the center pixel of the
window. (The pixel at the third row and the fourth
column in Fig. 1.) The above process is performed
repeatedly by sliding the window over one position until
all the pixels in the input image are covered.
In the color image processing, the value of pixels
consists of three elements, red, green and blue. The
pixel is represented as the vector signal
;= (z,(0),z,(i).7,()). To compute the median of the
vector signals, two methods are possible. One method is
to compute the vector median by computing the median
for each element separately as expressed in Eq. (2).

Ty mea = (Med(z, (i), Med(z, (i), Med(z,(5)))  (2)
Because each element of the computed vector median is
obtained independently, there are no correlations among
the elements of the computed vector median z,,.,. To
overcome this problem, following method is used to
compute the vector median. The median z,,, of a series

of the scalar signal can be computed using Eq. (3).
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2 || Trped — L; “ = Z " y—x; ” , :'/e{z17z21'"31'1\/} (3)
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, where |z;—z;| is the distance between the input
signals, z;and z;. Eq. (3) can be extended to the vector
median filter. The distance between two vector signals,
x, = (z,(i),z,(0),2,()) and ;=(z (5)z,().z,(7) is denoted
as |z;—=z;| and can be calculated by Eq. (4).

b, — 2, | = (&, @)=z, G) + (s, ~=,G) (@

+(z, (&) —2,())*

The distance D, of the vector signal z; from the other
vector signals can be computed by Eq. (5). The vector
median «,,,., is defined as the vector signal having the
minimum distance from the other vector signals as
expressed in Eq. (6). The vector signal having the

minimum D, is the vector median z,,,.q.

N
Diz Z " Ty &y “ , j=1,-N (5)
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II1. Proposed Architecture for the
Vector Median Filter

We describe the proposed architecture to compute the
vector median from the given N vector signals. The
proposed architecture operates in the systolic manner

and finds the vector median at every (N+2) clock

periods.
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Fig. 2. The block diagram of the proposed vector
median filter.

As shown in Fig. 2., the proposed architecture consists
of two blocks, the MC(Minimum Computation) block which
computes the distance D, for the vector signal =z; and
the MF(Minimum Finding) block which finds the vector
signal having the minimum D, value.

The MC block consists of N processing elements. To
median, the vector signals

computer the vector
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T, %, Ty are loaded to the register SR of PEy in serial.
The data of the register SR of the PE, are shifted to the
register SR of the PE,_, at every clock. After N clock
periods, the register SR of PE, stores the vector signal
zy and the register SR of PE,_, stores the vector signal
zy_, and the register SR of PE, stores the vector signal
z,. The detail block diagram of the processing element

is shown in Fig. 3.
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Fig. 3. The detail block diagram of the Processing

Element.

If all the vector signals are loaded to the registers SBs,
the data of the register SR are transferred to the
register RI and the register RJ. At this time, MUX1
selects the output of the register SR, The register D is
initially set to zero. The ALU named distance computes
the distance between two vector signals stored in
register Rl and the register RJ by using Eq. (4). The
ALU named adder adds the output of the ALU named
distance and the data of the register D which contains
the cumulative distance. The added result is loaded to
the register D. Because MUX1 of PE, selects the output
of the register RJ of the previous processing element
PE, | during N clock periods, the data of the register RJ
of PE, are transferred to the register RJ of PE;_,. The
data of the register RJ of PE, are transferred to the
register RJ of PE,. During N clock periods, the register
RJ of PE, stores all the input vector signals. Therefore,
the register D of PE; stores the distance D, for the
vector signal z;, the computation result of Eq. (5). If the
distance D, of Eq. (5) is computed, MUX2 selects the
output of the register D and the data of the register D
are transferred to the register MIN. If the data D.is
loaded to the register MIN, MUX2 selects the data
coming from the previous FPE. The data of the register

MIN storing the D, value are shifted to the next PE at
every clock. The data of the register SR of PE, become
the input to the 3£F block.

The MF block finds the vector signal having the
minimum D, value. The computed distances in the MC
block, D;,Dy Dy,
The register M in the MF block keeps the minimum D,

are applied to the MF block in serial.

value. The register M is initially set to the maximum
value. If the data DIS coming from the MC block is
smaller than the data of the register M, the data DIS is
loaded to the register M and sets the signal min. If the
signal min is set, the register MX loads the data of the
register SR of PE,. After N clock periods, the register
MX stores the median.

The required time for computing the first vector median
for N vector signals is as follows. N clock periods are
required to load the vector signals to the register SRs.
One clock period is necessary to load the data of the
register SR to the register Rl and the register RJ. To
computer the distance D, for each signal z;,, N clock
periods are required. To computer the D;s in the MC
block, N clock period is needed. The first vector median
for N vector signals can be computed after (3¥+2) clock
periods. Shifting of the input vector signals through the
register SAs and the computation of the Ds and shifting
of the data through the register MINs are performed
separately to the different sets of N vector signals.
While the computed D,s for the pth set of N vector
signals are shifted through the register MINs, D;s for the
(p+1)th set of N vector signals is computed and the
(p+2)th set of N vector signals are shifted through the
register SRs. After the first vector median is computed,
following vector medians are computed at every (N+2)
clock periods.
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Fig. 4. Simulation result of the proposed architecture.
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Fig. 4 shows the simulation result of the proposed
architecture.

The proposed architecture is designed with MAX+I
design tool and implemented on FPGA chip,
EPFIOKZ00SR(C240-3. The number of gates in proposed
vector median filter is about 65,000.

IV. Conclusion

In this paper, we propose the systolic array architecture
for the vector median filterr The computational
complexity of the proposed architecture for computing
the vector median of N vector signals is (¥+2) clock
periods compared to the (3N+1) clock periods in the
previous method. In addition to, the input vector signals
can be loaded in serial in the proposed architecture. The
proposed architecture consists of two blocks, the MC
block and the MF block. The proposed architecture is
implemented with FPGA.
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