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(An Improved Online Algorithm to Minimize Total Error of
the Imprecise Tasks with 0/1 Constraint)
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Abstract The imprecise real-time system provides flexibility in scheduling time-critical tasks.
Most scheduling problems of satisfying both 0/1 constraint and timing constraints, while the total error
is minimized, are NP-complete when the optional tasks have arbitrary processing times. Liu suggested
a reasonable strategy of scheduling tasks with the (/1 constraint on uniprocessors for minimizing the
total error. Song et al suggested a reasonable strategy of scheduling tasks with the 0/1 constraint on
multiprocessors for minimizing the total error. But, these algorithms are all off-line algorithms. In the
online scheduling, the NORA algorithm can find a schedule with the minimum total error for the
imprecise online task system. In NORA algorithm, EDF strategy is adopted in the optional scheduling.
On the other hand, for the task system with 0/1 constraint, EDF_Scheduling may not be optimal in
the sense that the total error is minimized. Furthermore, when the optional tasks are scheduled in the
ascending order of their required processing times, NORA algorithm which EDF strategy is adopted
may not produce minimum total error. Therefore, in this paper, an online algorithm is proposed to
minimize total error for the imprecise task system with 0/1 constraint. Then, to compare the
performance between the proposed algorithm and NORA algorithm, a series of experiments are
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performed. As a consegence of the performance comparison between two algorithms, it has been

concluded that the proposed algorithm can produce similar total error to NORA algorithm when the
optional tasks are scheduled in the random order of their required processing times but, the proposed
algorithm can produce less total error than NORA algorithm especially when the optional tasks are

scheduled in the ascending order of their required processing times.
Key words : Online Algorithm, Minimize Total Error, Imprecise Task, 0/1 Constraint, Performance

Comparison

1. Introduction

The imprecise real-time system, proposed in [1],
provides flexibility in scheduling time-critical tasks.
Examples of its applications include image pro-
cessing and tracking.

For some applications, execution of the optional
parts is valuable only if they are executed com-
pletely before the deadline, and of no value if they
are executed partially.

The systems with such imprecise tasks are called
systems with 0/1 constraint.

Most scheduling problems of satisfying both 0/1
constraint and timing constraints, while the total
error is minimized, are NP-complete when the
optional tasks have arbitrary processing times [1].
By the total error, it means the sum of the pro-
cessing times of all optional tasks that could not be
scheduled.

In {11, Liu suggested a reasonable strategy of
scheduling tasks with the 0/1 constraint on uni-
processors for minimizing the total error. This
method schedules the first optional task with the
longest processing time. This method is called as
LOF(Longest Optional First) strategy. Song et al
suggested a reasonable strategy of scheduling tasks
with the 0/1 constraint on multiprocessors for
minimizing the total error in [2]. The results of this
paper show that the longest processing first selec-
tion strategy(LOF strategy) outperforms random or
minimal laxity policy.

On the other hand, in the case of online sche-
duling, Shih and Liu proposed NORA algorithm
which can find a schedule with the minimum total
error for a task system consisting solely of online
tasks that are ready upon arrival in [3]. But, for
the task system with 0/1 constraint, it has not
been known whether NORA algorithm can be

optimal or not in the sense that the total error is

minimized. In NORA algorithm, EDF(Earliest Deadline
First) strategy[4] is adopted in the optional sche-
duling.

However, for the task system with 0/1 constraint,
EDF strategy may not be optimal in the sense that
the total error is minimized. Furthermore, when the
optional tasks are scheduled in the ascending order
of their required processing time, NORA algorithm
which EDF strategy is adopted may not produce
minimum total error.

Therefore, in this paper, an online algorithm is
proposed to minimize total error for the imprecise
task system with 0/1 constraint.

The rest of this paper is organized as follows;
Section 2 provides an imprecise online real-time
task system model. In section 3, the related works
are described.

Section 4 presents an improved online scheduling
algorithm for the imprecise real-time task system
with 0/1 constraint to minimize total error. The
results of simulation and analysis are described in
section 5. And section 6 concludes this paper.

2. Imprecise Online Real-Time Task System
Model

Each task 1] imprecise online

of the

in a basic

real-time task system model consists
following parameters.

*Ready time (r;) ' the time instant at which Z;
becomes ready for execution

* Deadline (d;) : the time instant by which 7; has
to be finished

* Processing time (p;) @ the time required to exe-
cute the entire 7;

* Processing time of mandatory part (m;) @ the

time required to execute the mandatory part of
task 7]

i
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* Processing time of optional part (o;) : the time

required to execute the optional part of task 7;

A task 7; consists of two parts, a mandatory
task M and an optional task O, m; and o
represent the execution time of M and O,
respectively {m;+o, =p,). If a scheduling algorithm
assigns z; units of execution time for task 7;, the
error ¢; of task 7; becomes p, —z;.

Total error can be defined as follows assuming

that there are n tasks; TE= Y, e,
k=1

3. Related Works

There are many different imprecise task schedu-
ling problems. These problems include minimization
of total error, minimization of the maximum or
average error, minimization of the number of dis-
carded optional tasks, minimization of the number
of tardy tasks and minimization of average res-
ponse time.

In this paper, the problem of scheduling imprecise
computations to meet timing constraints and 0/1
constraint is considered for minimizing total error.
As expected, the general problem of scheduling to
meet the 0/1 constraint and timing constraints as
well as to minimize the total error, is NP-complete
when the optional tasks have arbitrary processing
times [1]. When the processing times of all optional
DFS(Depth-first-search)

algorithm is optimal for scheduling tasks with

tasks are equal, the
timing constraints and the 0/1 constraint to mini-
mize total error [1]. When the tasks have identical
ready times, a simpler algorithm, called the LDF
(Latest Deadline First) algorithm can be used to
find optimal schedules [1]. When the optional tasks
have arbitrary processing times, a good strategy
for scheduling tasks with the 0/1 constraint to
minimize total error is to try to schedule first the
optional tasks with long processing times regard-
less of the number of processors [1,2].

But, these algorithms are all off-line algorithms.
For the case of online scheduling[3,56] Shih and
Liu proposed NORA algorithm which can find a
schedule with the minimum total error for a task

system consisting solely of online tasks that are
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ready upon arrival in [3]. NORA algorithm is opti-
mal in the sense that it guarantees all mandatory
tasks are completed by their deadlines and the total
error is minimized. Especially, NORA algorithm
maintains a reservation list for all mandatory tasks
that have arrived but are not yet completed and
uses it as a guide in deciding where to schedule
optional tasks and how much time to assign to
them. So, NORA algorithm has a good schedul-
ability performance for all mandatory tasks, but for
the optional tasks with 0/1 constraint, it is doubtful
whether NORA algorithm can produce minimum
total error or not. In NORA algorithm, some error
is produced as a result of EDF(Earliest Deadline
First) scheduling as the scheduler of NORA algo-
rithm maintains a prioritized task queue in which
tasks are ordered on the EDF basis.

On the other hand, for the task system with 0/1
constraint, EDF scheduling may not be optimal in
the sense that the total error is minimized. Fur-
thermore, when the optional tasks are scheduled in
the ascending order of their required processing
time, NORA algorithm which EDF strategy is ado-
pted may not produce the minimum total error.

Thus, [7] suggests an optimal algorithm to sea-
rch minimum total error for the imprecise online
real-time task system with 0/1 constraint. But, this
algorithm may cause high complexity in the worst
case.

Therefore, in this paper, an online algorithm is
proposed to minimize total error for the imprecise
task system with 0/1 constraint.

4. An Improved Imprecise Online Schedul-
ing Algorithm

In this section, an iniproved online scheduling
algorithm for the imprecise real-time tasks to
minimize total error is described. The following
Figure 1 showes this algorithm. Hereafter, we call
this algorithm as I0S(Imprecise Online Scheduling)
algorithm.

In this algorithm, at first, the procedure “Set-
SystemParameter” is performed. In this procedure, all
system parameters which are used in generating the
imprecise online real-time task system are deter—
mined. These parameters include ARo(p), Amu(p),
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Alamda(\), FiDistribution(p) and Nmber Tasks. The
meaning of each parameter is explained in section 5.
Next,

imprecise online real-time task system can be

from the “GenerateSystem” procedure, an
generated randomly. The next “For loop” is per-
formed whenever a task Z;(1 << Number Tasks)
arrived. Whenever an online task 7] is arrived, the
“DetermineSchedulableTasks{7;)” procedure deter-
mines the schedulable tasks in a time interval
{r;,7;+1], then the “SortTaskByDeadline()” procedure
sorts the schedulable tasks by deadlines on ascen-
ding order. Next, an online schedulability check
function “CheckOnLineSchedulability()” is performed.

This fuction checks the schedulability of the
schedulable tasks whenever each online task 7, is
arrived. The explanation about this function is
described precisely in [6).

In this function, even though only one task
turned to be not schedulable, this algorithm is
terminated abnormally. If the tasks are turned to be
all schedulable, "MandatoryScheduling (7},leng)” pro-
cedure can be performed in a ready time interval of
task 7; and 7;,,. In this, leng denotes the size of

MandatoryScheduling
(ﬂ,leng) procedure schedules the schedulable man-

the ready time interval
datory tasks in the time interval with EDF strategy.

As a result of the procedure, ML list in step 2 is
updated and leng value is decreased by the sum of
scheduled mandatory processing times.

Next, OptionalScheduling(T;,leng) procedure which
is the main focus of the proposed algorithm can be
performed. In this procedure, two lists B7L and L
are introduced. The BTL list means a list of the
burden tasks which incur maximum error on 1]
arrival. The L list signify a list of the schedulable
optional tasks on 7 arrival.

First, a spared ready time interval, Length after
MandatoryScheduling (T;,leng) in step 15, and the
sum of all processing times of the optional tasks in
L HapGi, are compared in step 25. Whenever
Length is less than HapGi, EDF scheduling for the
optional tasks in L is performed. In this EDF
scheduling, each task in £ is removed in turn.
Whenever EDF scheduling except each task in £ is

Azl g ool& A 34 ¥ A 10 Z(2007.10)

performed, different total error may be produced.
each EDF

optional task, the least total error can be produced.

Hence, in scheduling except some
If any EDF scheduling except any optional task can
produce the least total error, we say, this optional
task is "burden task”. So, in step 26, the burden
task, BY, HapGi is
decreased by the optional processing time of the
burden task in step 27. Next, in step 28, the
contents of the list L and BZL are adjusted. This

process from step 25 to step 29 is repeated until

can be determined. Then,

Length is greater than or equal to HapGUi from step
25 to step 29. Even though, the above condition is
satisfied, all optional tasks in L may not be sche-
duled.

Therefore, the schedulability check using EDF
strategy is performed in step 30. If only one task
in L turned to be not schedulable, SelectBurden-
Task(Ly NST) procedure is performed to select a
burden task and by removing this burden task, the
least total error among‘ the all possible EDF sche-
duling of L can be produced. This process which is
described from step 31 to step 35 is repeated until
all optional tasks in I are schedulable. Finally,
optional tasks in L turned to be
schedulable, the list OL in step 36 is adjusted, the

least total error on 7 arrival becomes to be the

when all

sum of processing times of optional tasks in B7L.

As a result, the minimum total error can be
determined as MinErry;, in step 37 when an online
task 7id is arrived.

On the other hand, in the proposed Imprecise
online scheduling algorithm which is depicted in
Figure 1, the number of iterations that a "For loop”
which is described from step 7 to step 19 is
executed is bounded by O(V), where N is the total
number of tasks in an imprecise task system. Next,
the number of schedulable tasks which "Determine-
SchedulableTasks(7;)" procedure determines on 7;
arrival can be bounded by log/V for the average
case. The reason is explained in section 5.3.

Theorem 4.1.
The average number of schedulable tasks which
DetermineSchedulableTasks(TZ ) procedure of IOS
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algorithm determines on 7 arrival can be bounded

by logh.

Proof.

The schedulable tasks on 7; arrival can be
defined as those tasks of which deadlines are
greater than Z;'s ready time, r;, and of which
processing times of mandatory parts, m;s, are not
finished.

But, in the online scheduling, the number of
those schedulable tasks can not be predictable
theoretically. Thus, the number of schedulable tasks
on 7, arrival can not help investigating by simu-
lation in section 5.3.

Eventually, the average number of schedulable

tasks on Z; arrival turned to be logN for the

average case.

Theorem 4.2.
In the OptionalScheduling(7id, Length) procedure,
the number of iteration of two “Do While” loop can

be bounded by log?V respectively.

Proof.

The first "Do While” loop can be terminated
when Length is greater than or equal to HapGi. If
HopGi has zero value, ie., the content of Z is
loop must be finished. So, the
"Do  While”
dependent on the number of elements in L As the

empty, this
complexity of first loop may be

number of schedulable optional tasks in L on I;
arrival can be bounded by logV in theorem 4.1 and
the complexity of SelectBurdenTask(Z, NST) in step
26 can be bounded by O(loghV), the complexity of
first “Do While” loop become to be Ollog’N). The
second "Do While” loop can be terminated when
EDFOK value becomes to be "True”., The number
of iteration of second "Do While” loop may be
dependent on the number of elements in L as
EDFOK value of step 34 becomes to be " True” for
the worst case of L's being empty.

Then, in the second "Do While” loop, the com-
plexity of SelectBurdenTask(Z, NST) and EDF_
Schedulability(L) can be bounded by O(logN) res-
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pectively. Therefore, the complexity of second "Do
While” loop becomes to be Olog?V),

Theorem 4.3.
The complexity of the proposed I0S algorithm is

O(N log?N).

Proof.

In the proposed IOS algorithm which is depicted
in Figure 1, the number of iterations that a "For loop
" which is described from step 7 to step 19 is
executed is bounded by O(NV), where MV is the total
number of tasks in an imprecise task system.

Next, by theorem 4.2, the complexity of Optional-
Scheduling ( 7id, Zength) procedure which is main
focus of the proposed I0OS algorithm can be

bounded by log’ /.
Therefore, the complexity of the proposed 10S
algorithm becomes to be OV log? V).

5. Simulation Study

In this chapter, the results of simulation are pre-
sented and analized. The aim of simulation is to
compare performance of the proposed I0S algorithm
and NORA algorithm. In order to compare the
performance, a series of experiments are performed.

5.1 Task Set Generation

For each experiment, a task set with three hun-
dred tasks, modeled as an M/M/Infinity queuing
system, in which the distribution characteristic of
task arrival time is Poisson, the service time is
exponentially distributed is generated. The proces-
sing time of mandatory part of each task is taken
uniformly from zero to (its deadline - its ready
FiDistribution, where FiDistribution(p) is
fixed arbitrary from 0.2 to 0.9 for each experiment.

time) *

The arrival rate over the service rate, (defined as
ARo(p)) is the average number of tasks which can
be scheduled in some time interval of the system,
where AHo(p) is fixed arbitrary from 1 to 4 for
each experiment. As ARo(p) or FiDistribution(p)
becomes larger, the load of processor also becomes
higher. If the generated task set is not schedulable
by the CheckOnLineSchedulability() function of Fig-
ure 1, it is rejected and regenerated until all
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1: Sub Imprecise-OnLine-Algorithm()
2: ML = {a list of the mandatory tasks which have been scheduled}
3: OL = {a list of the optional tasks which have been scheduled}
4: ML=O0OL= 0@
5 Call SetSystemParameter 'Determine task system parameter
(ARp, Amu, Alamda, PiDistribution).
6: Call GenerateSystem 'Generate task system.
7. For i=1 To MNumber Tasks "Whenever a task 7, has arrived
& Call DetermineSchedulableTasks(7;) 'Determine the schedulable tasks in [r,r,,].
9 Call SortTaskByDeadline() 'Sort the schedulable tasks by deadline.
10: OnLineCheck = CheckOnLineSchedulability()  ’'Check online schedulability of the tasks.
11: If (OnLineCheck= Fulse) Then 'If the online tasks are not schedulable
12: Exit Sub 'Terminate this algorithm.
13: End If
14: leng=r,,, —r;
15: Call MandatoryScheduling (Z,leng)
16: M=ML U {M,, k=1,2,3,..,n ; M, has been scheduled in the
MandatoryScheduling ( 7;,leng) }
17 leng= leng— Emk, m, € ML
E=1
18: Call OptionalScheduling(Z},leng)
19:  Next 1@
20: End Sub
21: Sub OptionalScheduling( 73, Length)
22:  BIL = {a list of the burden tasks on task Ty, arrival} = @
23t L = {a list of the schedulable optional tasks on task 7, arrival}
NST
24:  HapOi = Eo,., O, € L NST denotes the number of elements in L
i=1

25: Do While Zength < HapOi
26: BT = SelectBurdenTask(Z, NST)
27 HopOi= HopOi— oy
28: L= L— {0y}, NST= NST—1, BTL= BIL U{ O}
29;: Loop
30: EDFOK= EDF_Schedulability (L)
31: Do While EDFOK= Fulse
32 BT = SelectBurdenTask(Z, NST)
33: L= L— {0y}, NST= NST-1, BTL= BTL U {0}
34: EDFOK= EDF_Schedulability (L)
35 Loop
3. ol=0L U L

NBT
37: Minkrr,= 2 0, O; € BIL; NBT denotes the number of elements in BTL

j=1
38: End Sub

Figure 1 Imprecise online scheduling algorithm
mandatory tasks in the imprecise online task sys-— is performed. When the optional scheduling is

tem are guaranteed. After the mandatory scheduling performed, the 0/1 constraint can be adopted.

for the generated task set, the optional scheduling In there, two different selection strategics are
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considered. The first one is EDF strategy and
which strategy selects one task with the earliest
deadline among the schedulable optional tasks. The
famous NORA algorithm adopts this strategy. The
second strategy is selecting and removing the
burden task and so incurring the least total error
among the schedulable optional tasks. In the pro-
posed 10S algorithm in Figure 1, this strategy is
adopted.

To compare performance between two selection
strategics, the following metrice, described in sec-
tion 5.2, is used.

5.2 Total Errors of Generated Task Sets

The proposed IOS algorithm can be compared
with NORA algorithm on the aspect of total errors
incurred from the generated task sets. To compare
total errors derived from IOS algorithm and NORA
In this

experiment, 100 task sets are generated and each

algorithm, an experiment is performed.
task set is composed of 300 tasks. From each task
set, total errors are incurred by IOS algorithm and
NORA algorithm respectively.

The following Table 1 and Table 2 show the
number of task sets producing less total error than
that of another algorithm for p = 1~4, p = 02~ 0.9
when the processing times of optional parts 1is
distributed on ascending order or random order
respectively.

As we can see in Table 1, IOS algorithm has
better performance than NORA algorithm except for
the case of p = 3, p =03 and p = 4, p = 0.8. Even
in these cases, the number of task sets producing
less total error are similar between two algorithms.

On the other hand, when the processing times of
optional parts are distributed on random order, we
can see in Table 2 that I0S algorithm can produce
less total error than that of NORA algorithm when
ARo(p) and PiDistribution(p) value become large.

Therefore, we can conclude that the proposed
I0S algorithm has better performance than NORA
algorithm when the processing times of optional
parts are distributed on ascending order and even
when the processing times of optional parts are
distributed on random order, IOS algorithm has
better performance than NORA algorithm as ARo
(p) and PiDistribution(p) values are increase.
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Table 1 A performance comparison between 10S and
NORA algorithm (ascending order of o;)

. PiDistribution
ARo | Algorithm 7o T T05 [ 06 ] 07 ] 08 ] 09
05 | 0] 2106|788
1 [ NoRA |0 [0 10|31 |2 |12]12] 7
Faual |100] 98 |80 |13] 1| 315 |9
0s 0|2 21|77 |8 |56|3%]2
o [NorRa |0 |z |16]1B3] 2|5 11
Equal | 100] 9 | 63 | 10 | 17 | 39 | 63 | 70
0S 0|1 |30 |54 |2a[10] 13
3 I NorA o |2 1224|103
Equal | 100] 97 | 58 | 42 | 5 | 75 | 90 | &4
105 |0 |5 |2 |2|14|5]2]5
4 [ ~ORA o] 2115 |4]|3]a]cz
Equal | 100] 93 | 63 |70 | 82 | 92 | 94 | 93

Table 2 A performance comparison between I0S and
NORA algorithm (random order of o;)

PiDistribution
02/03]104|05/06]07]08]09
10S 51 {55 |57 |43 | 44|51 | 51|51
1 NORA |44 |39|37 |54 |48}41 |40 4
Equal 5 6 |6 | 3 81819 8

10S 381363032 |44 |48 | 48| 45
2 NORA |46 | 46 | 57 [ 54 | 48 { 37 | 30 | 16
Equal 16 18| 13114 | 8 [15]22] 39

10S 26131 125|50{33}40|39] 16
3 NORA [|[45}145 (3939|1719 5 0
Equal 2912413 |11 15041 |5 |8

10S 36 |[27[25)725 (3133|119
4 NORA || 283632 (13| 6 3 4 0
Equal 36|37 | 4316263 |64]8 |91

ARo || Algorithm

5.3 Average Number of Schedulable Tasks

As we can see in theorem 4.1 of chapter 4, the
average number of schedulable tasks which Deter-
mineSchedulableTasks(TZ- ) procedure of I0S algo-
rithm determines on 7 arrival can be bounded by
log V.,

The reason is as follows;

In the online scheduling, the number of sche-
dulable tasks on some task arrival can not be
predictable theoretically. Therefore, in this section,
is performed to

an experiment investigate the

number of schedulable tasks on 7, arrival.
In this experiment, each task set consisting of
300 tasks is generated as ARo(p) and PiDistribu-

tion(p) value. Whenever an online task 7, of some
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task set characterized by ARo(p) and PiDistribu-
tion(p) value is arrived, the number of schedulable
tasks are determined by DetermineSchedulableTasks
(.7,7 ) procedure of IOS algorithm. Then, we can
determine the average number of schedulable tasks
by dividing the total number of schedulable tasks
on each task arrival in a task set arrival by the
number of tasks in a task set.

Each cell in Table 3 denotes the average number
of schedulable tasks in a task set as p and p value.
In Table 3, we can see that the average number of
schedulable tasks are become large as p and p
value increase. Next, the average number of every
cells in Table 3 becomes to be 8 this value
In300 = log300; 300 denotes the
number of tasks in a task set.

approximates

Finally, we can conclude that the average number
of schedulable tasks on 7 arrival can be bounded
by log V.

Table 3 Average number of schedulable tasks in a
task set as p and p value

PiDistribution
ARo 1m0 T03 [ 04 ] 05 06 ] 07 ] 08 ] 09
1 T |t ]|t ] 1]1]1] 1] 2
2 1 |t | 2| 2] 2] 25| a
3 1] 1] 1] 3 9 | 14| 20
4 112 ] 2|5 |0 ]als]s

6. Conclusion

The general problems of scheduling to meet the
0/1 constraint and timing constraints, as well as to
minimize the total error, are NP-complete when the
optional tasks have arbitrary processing times.

Liu suggested a reasonable strategy of scheduling
tasks with the 0/1 constraint on uniprocessors for
minimizing the total error. Song et al suggested a
reasonable strategy of scheduling tasks with the
0/1 constraint on multiprocessors for minimizing the
total error. But, these algorithms are all off-line
algorithms.

In the online scheduling, NORA algorithm can
find a schedule with the minimum total error for
the imprecise online task system. In NORA algo-
rithm, EDF strategy is adopted in the optional
scheduling.

On the other hand, for the task system with 0/1
constraint, EDF scheduling may not be optimal in
the sense that the total error is minimized. Fur-
thermore, when the optional tasks are scheduled in
ascending order of their required processing times,
NORA algorithm which EDF strategy is adopted
may not produce minimum total error.

Therefore, in this paper, an online algorithm is
proposed to minimize total error for the imprecise
task system with 0/1 constraint. To compare the
performance between two algorithms, a series of
experiments are performed.

As a consegence of the performance comparison
between two algorithms, it has been concluded that
the proposed algorithm can produce similar total
error to NORA algorithm when the optional tasks
are scheduled in the random order of their required
processing times but, the proposed algorithm -can
less total error than NORA algorithm
especially when the optional tasks are scheduled in

produce

ascending order of their required processing times.
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