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Abstract In this paper, we present a prototype of view-switchable high-definition (HD)
multi-view video transmission system. One of the major bottlenecks for the multi-view broadcasting
system has been the hardware cost and transmission bandwidth. The proposed system focuses on
software-based design, transmission over IP multicast networks, and flexible system configuration to
address aforementioned problems. In the proposed system, we implement software stereo HD
multiplexing, demultiplexing and decoding, and take advantage of high-speed broadband convergence
networks to deliver HD video in real-time. Moreover, the proposed system can be scalable and flexible
in terms of the number of views. Furthermore, in order to display any multiview video on 3D display
monitor, a face tracking system is integrated to our system. Therefore, users can watch the different
stereoscopic video at its related locations.
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1. Introduction

Even though there has been much interest in the
multiview video, multi-view high-definition (HD)
video systems have been neither technically nor
commercially viable until recently. Following the
rapid development of broadband Internet service,
several companies have provided the service of
multi-view 3D products that can be delivered over
the Internet. Therefore, it is expected that multi-
view 3D products will gain popularity in the near
future. In spite of such rapid technical progress, the
development of a multi-view video system dealing
with HD resolution still poses maﬁy technical chal-
lenges in the fields of signal processing and
transmission.

In ATTEST project, researchers developed a 2D
compatible multi-view 3DTV system for broadcast
environments [1]. MERL (Mitsubishi Electric Research
Laboratories) proposed a multi-view 3DTV proto-
type system with real-time acquisition, transmission
and autostereoscopic display [2]. NTT (Nippon Tele-
graph and Telephone Corporation) Cyber Space Labo-
ratories proposed a free-viewpoint video communi-
cation system using a multi-view video compression
[3]. ETRI (Electronics and Telecommunications Re-
search Institute) developed an experimental testbed
for 3DTV broadcasting systems that are compatible
with current HDTV broadcasting
such as terrestrial and satellite DS-3 network [4].

infrastructure

In order to deliver natural viewing experience,
ATTEST project proposed an efficient approach to
generate 3D contents based on a depth camera [11.
The system of MERL can provide 16 view-points
and 1024x768 pixels per viewpoint so that im-
mersive and convincing 3D experience can be
enjoyed without special glasses [2]. NTT provided
a free-viewpoint viewer that generates a natural
view from any arbitrary viewing positions and
directions. To realize this, it is reported that Ray-—
Space interpolation and extrapolation methods are
applied to decoded multiview video [3]. Moreover,
ETRI already provided an experiment service of 3D
HDTV broadcasting relay during 2002 FIFA World
Cup Korea-Japan [4].

In this paper, we have built a prototype of

view-switchable HD multi-view video transmission
system with the following features:
» Software-based: We

stereo HD multiplexing, demultiplexing and deco-

implement software-based

ding. One of the major bottlenecks for 3D broad-
casting systems is hardware cost. The cost of a
true-HD camera and its components such as HD
encoders/decoders and HD-SDI interface boards
can be reduced by software-based development.

Transmission over high-speed IP networks: Our
proposed system enables high-resolution video to
be delivered in real-time with a minimal amount
of lag over high-speed broadband convergence
networks (BcN). Furthermore, a dedicated feed-
back channel from a client provides the client

with interactive and personalized service.

Flexible system configuration: Each video stream

is compressed individually. If the property is

combined with two aforementioned features (soft-

ware-based components and transmission over IP

networks) as mentioned above, the proposed
system can be completely scalable and flexible in
the number of acquired, transmitted, and displa-
yved views.

The remaining outline of the paper is as follows.
In Section 2, we introduce the proposed view-
switchable 3D HD video system. Section 3 deals
with implementation and demonstration of the
proposed system. Finally, conclusions and future

work are given in Section 4.

2. Proposed System

Our view-switchable HD multi-view video sys-—
tem is composed of view acquisition, multiplexing,
transmission, demultiplexing, decoding, and 3D dis—
play with view adaptation as shown in Fig. 1. The
acquisition stage captures stereoscopic HD videos,
VP, .., VPy, each of which consists of left video,
VP and right video VPg, i = {1, .., N}. The
stereoscopic HD video streams are then broadcast
on separate channels of a multicast network in the
transmission stage. In the display stage, a receiver
decodes the received videos and displays them on a
3D display monitor after demultiplexing. A view
adaptation module being composed of a face tracker
on the top of the monitor and face-tracking soft-
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Fig. 1 System architecture

ware locate the position of a human face and

displays its associated video chosen from multi-
view videos.

2.1 Acquisition and Transmission

Video acquisition system consists of prosumer
HD video cameras with MPEG-2 encoder and PCs
with IEEE1394 ports. The video streams are com-
pressed individually with a built-in MPEG-2 TS
encoder. After acquiring the streams, a pair of left
and right HD videos is interlaced and forms a
stereoscopic video. The multi-view multiplexing is
performed in Transport Stream (TS) layer level. A
transport stream consists of a sequence of fixed
sized transport packet of 188 bytes. Each packet
comprises 184 bytes of payload and a 4-byte
header. In the 4-byte header, 13-bit Packet Iden-
tifier (PID) distinguishes either left or right video

stream. The both streams are multiplexing into a
single stream by changing PIDs of a left transport
stream.

After multiplexing video streams, timing synchro-
nization is carried out and the synchronized
streams are sent over a multicast network as
shown in Fig. 2. A timing management module
implements program clock references (PCR) that is
stored in the adaptation field of a TS packet
header. The transmission module adds RTP header
into the TS packets to make RTP packets and then
sends them to the network. An RTP packet of
1,140 bytes is composed of six TS packets.

After receiving an RTP packet, a receiver works
for parallel demultiplexing and decoding. Fig. 3
illustrates the demultipexing procedure in detail.

First, the receiver should demultiplex the received
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Add one more video
into PMT,

stream. The muxed stream has two programs such
The tables called
program specific information (PSI) in MPEG-2 are
made up for a description of the elementary streams

as left and right cameras.

which need to be combined to build programs.
Program association table (PAT), transmitted with
PID 0, contains a complete list of all programs in
the transport stream along with the PIDs for the
program map table (PMT) for each program. When
making a PMT with left PSI, the left video ES is
added into the PMT. The final PMT has two video
and one audio streams. As shown in Fig. 3, PMT
is made from right PSI. According to the PID, each
packetized elementary stream (PES) is made. From
demultiplexing process, the receiver makes two
decoding threads for left and right video streams.
In the proposed system, we reduce system resource
by ignoring the left audio part. The two videos are
continuously decoded when timing information like
PTS and DTS
performed separately.

2.2 Display with User Interaction

Given multiple views,

is scheduled. The decoding is

a user can select a
view-point by moving a face, as shown in Fig. 4.
According to the face location, its associated stereo—

scopic video is displayed. The input image obtained

Fig. 3 Stereoscopic HD video dimuitiplexing

from a face tracking camera on the display device
is RGB color image and its size is 320 x 240. The
face region extraction algorithm is applied after
converting RGB into YCyC; format. Only the part
of skin color is extracted from images, to make a
histogram for the range of skin color values of Cy
and Cr. The selected range of Cy and C: used in
our algorithm is expressed in Eq. (1).

Hay)= {0 if (137 < Cb<152) N(123 < Or < 137)
Y 255 otherwise

In order to eliminate noise, an opening mor-

ey

phological operation is first performed on segmented
data as in Fig. 5(a) [5]. Next, in the horizontal
scan, the number of zero pixels is computed and
pixel values less than a threshold value are
converted to 255. In the experiment, the threshold
value is set to the half of a maximum value. After
finishing the scanning of all the rows, Fig. 5(c)
shows an output image.
In order to eliminate incorrect skin regions
surrounding the face, it is needed to decide whether
a detected candidate skin color region is a face
area. For this, characteristic points of a face are
detected through geometric features and templates
of the face. Since a viewer wears polarized glasses,

the eye detection is not an easy task. To overcome



IP WIENZANAN A HEe] 7Hed

nzhd gAlH BE A2H 209

JACKING

Vo e

(c)

Fig. 5 Detection of a face region: (a) color segmentation, (b) noise removed, and (c) face region

Fig. 6 Mouth template with 50 x 16 (in plxels)

this, a template for a mouth as shown in Fig. 6 is
designed.

After extracting two characteristic points of a
face, mouth and polarized glasses, the location and
distance of them are measured. When a large error
measured values

between the and geometric

features of the face occurs, it is declared as a
candidate skin color region. After the face region is
extracted, the extracted face region is defined as a

key viewer. For face tracking, a method of using

color based statistical color modeling and deform-
able templates are used [6]. The face region shows
different features from a background area other
than a face region. Main color of the face region is
composed of skin and facial hair colors. On the
contrary, the background region is composed of
other different colors. That is, in Eq. (2), when the
energy value is a minimum, the location value of a
template is assumed to be the location of a face.

= Do [ s Iw“’)} @)

reRr (z,hw;)

Here, r is a pixel of the template region R and
Xr is a pixel value. p(xlwi) is probability that x is
in region wi, where w; and w2 mean foreground
and background, respectively. A face region with a
minimum energy of f(R) is searched while adjust-
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ing the deformable template region size. The face
tracking algorithm uses the statistical characteristic
of face color by combining the deformable template
matching method. Therefore, it can support a
robust and correct viewpoint selection even under
complicated background image.

The information on the user’s face position cha-
nges into multicast join/leave message to receive
the stereoscopic HD video which he or she wants
to watch. There exists an unavoidable delay during
view—point switching because of the network and
processing latencies of the multicast group mana-
gement protocol. In order to compensate the delay,
a viewpoint prediction scheme that calculates a
viewpoint after the delay is needed at the receiver
side. Then, the receiver joins the multicast channel
providing the video stream of predicted viewpoint
in advance. For a short period of time, the receiver
receives previous and predicted viewpoint streams
at the same time. If the prediction is correct, the

receiver leaves the multicast channel providing the
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previous viewpoint stream. On the other hand, it
stops receiving the video stream from the multicast

channel corresponding to the predicted viewpoint.

3. Experiments

As shown in Fig. 7, our system is composed of
a highend PC, a laptop, four HD cameras, and two
3D monitors. Workstation 530MP with dual Xeon
1.7 GHz CUP, 1 GB memory, Gigabit network card,
four TEEE1394 ports, and Linux OS is used on the
sender side. A receiver system is equipped with
Dell D800 laptop with Pentium M 2.0 GHz, 1 GB
memory and Windows XP OS.

We use four JVC GR-HD1 cameras which could
generate video streams encoded with MPEG-2
MP@HL through IEEE1394 as shown in Fig. 8(a).
The resolution of each stream is 1280x720 at 30
fps. Each stream consumes 19.2 Mbps bandwidth
when it is delivered over IP networks. Therefore,
the total network bandwidth needs to support at
least 80Mbps in order to send muxed video stream

Face Tracker

3D LCD monitor

Fig. 7 Implementation overview of view-switchable 3D HD video system

(a)

(b)
Fig. 8 Camera configuration for view-switchable HD muliview video system: (a) multi-view camera confi-

guration and (b) cameras and mount for stereoscopic HD video
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Fig. 9 3D HD video display monitors with a face tracking camera

and overheads. In order to generate a stereoscopic
HD video, two cameras placed on the top of a
camera mount are used as shown in Fig. 8(b).

Two 3D LCD monitors manufactured by Pavo-
nine Inc. are used in our experiments as shown in
Fig. 9. Our demonstrations were performed though
KOREN (KOrea advanced REsearch Network) and
KREONET (Korea Research Environment Open
NETwork) during ITRC (Information Technology
Research Center) Forum in Seoul, Korea on June, 2005.

4. Conclusion and Future Work

In this paper, we presented a prototype of view-
switchable HD multi-view video transmission sys-
tem. The design of the proposed system focuses on
software-based design, transmission over high speed
IP multicast network, and flexible system configu-
ration. As future works, we need to reduce random
access delay between different viewpoint video
streams and to increase the number of cameras for

a general multi-view system.
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