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TECDS Protocol for Wireless Ad Hoc Networks
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ABSTRACT

Connected Dominating Set (CDS) has been used as a virtual backbone in wireless ad hoc networks by numerous routing and
broadcast protocols. Although computing minimum CDS is known to be NP—hard, many protocols have been proposed to construct a
sub—optimal CDS. However, these protocols are either too complicated, needing non—local information, not adaptive to topology
changes, or fail to consider the difference of energy consumption for nodes in and outside of the CDS. In this paper, we present two
Timer —based Energy —aware Connected Dominating Set Protocols (TECDS). The energy level at each node is taken into
consideration when constructing the CDS. Our protocols are able to maintain and adjust the CDS when network topology is changed.
The simulation results have shown that our protocols effectively construct energy —aware CDS with very competitive size and prolong
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the network operation under different level of nodal mobility.

Key Words : CDS, Wireless Ad Hoc Networks, Protocol, Energy, Timer

1. INTRODUCTION

The connected dominating set (CDS) has been used
extensively as core or virtual backbone [1] in wireless ad
hoc networks. A dominating set is a subset of nodes in a
graph such that each node not in the subset has at least
one direct neighbor that belongs to the subset. If the
nodes in the dominating set form a connected graph, the
set is called connected dominating set. It has been found
extremely useful in routing [2] [3] [4), message broadcast
[5] [6] [7], and collision avoidance [8].

Due to the nature of wireless ad hoc networks, it is
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impractical for any wireless ad hoc network protocol to
assume a single node with the global view of the
network acting as the coordinator. Hence, a good CDS
protocol for wireless ad hoc networks should be fully
distributed. In addition, it should possess the following
properties. ’
¢ The resulting CDS should be as small as possible
e The CDS protocol should take into account the energy
level at each
¢ The protocol should avoid the introduction of extra
messages
¢ The protocol should adapt to station mobility
Most of the distributed CDS protocols, such as [2] [3]
{41 [9], failed to put energy level at each node into
consideration when constructing the CDS. In [10], Wu et
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al proposed an energy—aware CDS protocol, but their
protocol requires the introduction of extra messages. In
this paper, we present two versions of the Timer —based
Energy —Aware Connected Dominating Set Protocols
(TECDS). In our TECDS protocols, the required
information for the protocols is strictly obtained via
beacon exchanges and the energy level at each node is
used in both the initiator election and CDS construction
phases, which allows the TECDS protocols to produce
better energy —aware CDS. First, in the initiator election
phase a node with more number of neighbors and higher
energy level is elected as the initiator. In the CDS
construction phase, each candidate node sets up a timer
based on the number of uncovered neighbors and its own
energy level, and determines whether or not to join the
CDS when the timer expires. Qur TECDS protocols are
simple, distributed, inexpensive (e, introduce no extra
messages and computation), and adaptive to nodal
mobility. The simulation studies have shown that the
proposed TECDS protocols yield better CDS than most of
the existing CDS protocols in terms of CDS size and
prolong the lifespan of the network.

The rest of this paper is structured as follows. In
Section 2 we review the existing distributed and energy
aware CDS protocols. In Section 3, we present the pseudo
code of the TECDS protocols and explain how the
TECDS protocols work. The simulation results and
analysis are provided in Section 4. Finally, we conclude
the paper in Section 5.

2. RELATED WORK TO CONNECTED DOMINATING SET

Constructing minimum CDS for an arbitrary graph is
known to be NP—hard [14] [15]. The problem becomes
more challenging when the knowledge of complete
network topology is not available prior to computation,
which is a practical assumption in wireless ad hoc
networks. Hence, the distributed CDS protocols proposed
in the past have settled with constructing a “smaller”
CDS for wireless ad hoc networks based on local
information available at each node.

Among them, the most noticeable protocols are [3] [10]
[11]. The CDS protocol proposed in [3] obtains the CDS
by eliminating unnecessary nodes from the network. It is
basically a two—phase approach. In the first phase, a
node exchanges the neighbor list with its neighbors. If a
node finds that all its neighbors are neighbors to each
other, it removes itself from the consideration of the
CDS. In the second phase, some heuristic rules are
applied to further reduce the size of the CDS. The
protocol is simple, distributed, and most of time computes
a CDS with a small size. In [10], the authors propose the

algorithm that starts with a feasible and near—optimal
CDS solution via marking process based on classification
of neighbors, and removes vertices from this solution by
redundancy elimination, until an approximate CDS is
found. However, the above protocols require immediate
neighbors to exchange neighbor list among one another.
In addition, the protocol does not have a mechanism to
maintain the CDS when network topology changes

Since energy (i.e., battery power) is a limited resource
for nodes in wireless ad hoc networks, the energy —aware
protocols for wireless ad hoc networks [12] [13] have
always received special attention. In general, nodes in the
CDS forward more packets and participate network
management, so they tend to consume more energy than
those outside of CDS. However, none of the above CDS
protocols takes nodal energy into consideration when
constructing CDS. In {11], Wu et al proposed an extended
marking process that constructs energy—aware CDS for
wireless ad hoc networks. This extended marking process
aimed at both reducing the size of CDS and evenly
distributing the energy consumption to all nodes in the
network. In [11], the simulation results show that Wu's
newer protocol allows the network to go through more
number of CDS reconstructions, an indication that the
protocol prolongs the operation of the network. However,
similar to [3], this protocol also requires exchanges of
extra messages between immediate neighbors. Based on
this idea, we propose two versions of 7ime—based
Energy—aware Connected Dominating Set Protocols
(TECDS), which is able to prolong the network operation,
in this paper.

3. TIMER-BASED ENERGY AWARE CONNECTED
DOMINATING SET PROTOCOL

QOur Timer—based Energy aware Connected Dominating
Set protocols (TECDS) have two phases: initiator election
and CDS construction. In the first phase, a unique
initiator is elected; in the second phase, the CDS is
constructed rooted from the initiator. The energy level at
each node is taken into consideration when electing the
initiator and constructing the CDS. In Subsections HI—B
and II—C, we will elaborate each phase in detail.

3.1 Notation Definitions and Assumptions

Before introducing the TECDS protocols, we would like
to present the following notations and their definition.
They will be used in the following discussion as well as
the protocol pseudo code.

A wireless ad hoc networks is represented as an
undirected graph G = (V, E), where V is the set of all
stations in the wireless ad hoc networks and E is the



edge set with (u, v)J € E if and only if u and v are
within each other’s transmission range.

If G is connected, a set DS C V is called a
dominating set if for every vertex v € V — DS, there
exists a vertex w € DS such that (v, w) € E. A
dominating set is said to be connected if its induced
graph in G is connected.

A node u € V is said to be in the state of inDS,
covered (by DS), or uncovered (by DS) according to the
following:

e nDS: if u € DS;

e covered: if u € DS and there is an edge (u, v) €

E for some v € DS;

e uncovered: if u € DS and there is no edge joining
u to any node in DS;

We assume that each node in the network has the
same transmission range. Like every wireless network
system, we assume each node to periodically broadcast
beacon signal. Two types of beacon signals are used in
the protocols: the regular beacon and the announce
beacon. In the regular beacon, a node’'s MAC address, the
status (e, uncovered, covered, or inDS), and a color
value (used to detect if the initiator is still active) are
includes in the header of the beacon. In the “announce”
beacon, a node encodes those included in the regular
beacon as well as the energy level and number of
neighbors for its initiator (for possible election of new
initiator) in the header of the beacon. Notice that a
broadDS message is actually a regular beacon encoded
with inDS status. The reason to introduce two different
beacon formats is to reduce the overhead of the protocols.
Since the announce beacon carries more information, it is
larger than the regular beacon. The protocols is carefully
designed so that the announce beacon is sent every
initMax regular beacon periods.

3.2 Initiator Election

In TECDS, we are interested in creating the CDS with
smaller size and containing nodes with higher energy
level, so two criteria are used when the protocol picks
the initiator: the number of neighbors and the energy
level. Depending on the order of consideration for these
two criteria, two different versions of TECDS, namely
TECDS1 and TECDS2, are introduced. In TECDSI, the
node with the most energy is picked as the initiator. In
case when multiple nodes have the same energy level, the
one with the most neighbors is picked as the initiator.

In TECDS2, the node with the most neighbors is
picked as the initiator. When multiple nodes are found to
have the most neighbors, the one with the highest energy
level is then elected as the initiator. In both protocols,
when multiple nodes have the same number of neighbors
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and the same energy level, the node with the minimum
MAC address among them is picked as the initiator to
break the tie.

The following is the pseudo code for the initiator
election phase of the TECDSI1 protocol.

The timers used in this protocol have initial value —1.
A positive integer is assigned when a timer is started. The
timer value will go down each beacon period. When the
value reaches 0, the timer expires and the value stops at 0.

The initiator sends out announce message every
initMax beacon periods. It will refresh InitTimer of other
nodes which expires after ZxinitMax beacon periods. It is
a soft state protocol in the sense that the expiration of
InitTimer for nodes other than the initiator implies that
the initiator leaves the WIRELESS AD HOC
NETWORKS. The nodes will wait Z«initMax to make
sure all the InitTimers expire, then the initiator election
process starts again. Additionally, the color at each node
indicates Notice that the pseudo code of the initiator

/* node i in wireless ad hoc networks executes the following: */
Initialization :
initiator(i) ¢— MAXINIT
status(i) <— uncovered
color(i) ¢— ©
DSTimer(i) <— —1
ODSTimer() < -1
energy(i) <— energy level of node i
nbrNum(j) <— number of neighbors for node i
InitTimer({) <— initMax, start InitTimer

InitTimer expires
if initiator(i) = MAXINIT then /* initial announcement */
initiator(i) € i
announce(i, i, color(l), energy(i). nbiNum(i))
InitTimer(i) ¢— 2 * initMax, start InitTimer
else if initiator(i) = i then /* initiator is sefected */
color(i) <~ color(i)+1
announce(initiator(i). i. color(i), energy(i), nbrNum(i))
InitTimer(i) < initMax, start InitTimer
/* refresh message®/
eise if initiator(i) # i then /* re-elect initiator ¥/
status{i) <— uncovered
initiator(i) <~ MAXINIT
color(i) «— ©
wait for 2 * initMax
I nitiator(i) <— i
announce(initiator(i), i, color(i), energy(i), nbrNum(i))
InitTimer(i) ¢— 2 *initMax, start InitTimer

Node i receiving snnounce(j, k, ¢, e, 1) /i £ j%
/2Compare energy, neighbor numbers, and MAC 11*/

if energy{i) < e then
initiator(i) €~ j
epergy(i) <- ¢
abrNum{l) ¢ «
colon(i) ¢~ ¢
announce(initiator(i), i. color(i), energy(i). nbrNum(i))
InitTimer(i} €  2*initMax, start InitTimer

else if energy(i) ~ e and abrNum(i) < r then
initiator()) < - j
energyll) ¢ ¢
abrNam(i) €~ r
wlorll) ¢~ ¢
announce(initiaton(i}, i. color(i). energy(i), ubrNum(iy)
InitThmer(i) < 2%initMax, start InitTimer

else if energy(i) ~ ¢ and nbrNum(i) ~ r and Initiator(i) > j then
initigtor(f) < j
energy(i) ¢ ¢
nbeNum(i) ¢~
colorl) € ¢
announce(initiator(i), i, color(i), eneray(i), nbrNum(i))
initTimer(i) €~ 2%nitMax, start InitTimer

Initiator Election Phase
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election phase for TECDSZ2 is basically the same as the
above except that the order of the criteria used for
picking the initiator (i.e., number of neighbors and energy
level) is reversed. In other words, the first two if
statements after the Compare energy, neighbor numbers,
and MAC ID” comment are changed to the following:

if nbrNum() < r
and
else if nbrNum(i) = r and energy(i) < e then

3.3 Time based Energy aware Connected Dominating Set
Construction
After the election of the initiator, the initiator enters
DS first. It broadcasts to its neighbor about its inDS
status. A neighboring uncovered node becomes covered
after receiving the message. Then the covered node

calculates the AT according to the following formula if
it still has uncovered neighbors and starts its DSTimer.

. m

N uneovered E

AT =Tz

In Equation 1, the Nyncoverea 1S the number of uncovered
neighbors and E is the energy level. This equation uses
both the number of uncovered neighbors and the energy

level at each node to compute AT. It is obvious that
nodes with more uncovered neighbors or higher energy
level results in shorter defer time compared with nodes
with fewer uncovered neighbors and lower energy level.
When the DSTimer expires, the node enters DS and
broadcasts to its neighbor about its inDS status. For
inDS node, the broadDS message is sent every beacon
period. Again we utilize soft state technique to maintain
the status of covered nodes. If a covered node does not

receive a broadDS message for Ot beacon periods, it
implies that the dominator(s) have left. Notice that, since
the size of the necessary information for our protocols is
fixed, there is no need for any new control messages for
the TECDS protocols. The entire messages mentioned in
the pseudo code are in fact various types of beacon
signal.
The pseudo code for the CDS construction phase of
the TECDS protocol is presented in the following.
/* node i executes the following */
Node i detects itself as initiator :
status(i) <— inDS

color(i} «— color(i)+1
broadDS(i color(i))

Receiving broadDS(j.c) :
if color(i) <c then
color(i) €« ¢
if status(i) = uncovered then
status(i) ¢— covered

start CoveredTimer with O t

Node i in covered state :
if { i hears from two neighbors with large color difference )
status(i) ¢— ioDS
broadDS(i)
if ( i does not have any uncovered neighbor )
DSTimex(i) = -1
else if ODSTimer(i) = —1 then
DSTimer(i)) < AT, stant DSTimer
ODSTimer(i) — AT
clse f ODSTimer < AT then
DSTimer(i) <— AT, start DSTimer
ODSTimer(i) <~ AT
Node i in inDS state :
if { i does not have any covered neighbor ) and (i has at least onc inDS neighbor) then
status(i) €— covered
DSTimer expires :
status(i) <— inDS
broadDS(i)
CoveredTimer expires :
status(i} €¢— uncovered

Connected Dominating Set Construction Phase

4. SIMULATION RESULTS AND ANALYSIS

4.1 Simulation environment and metric selection

We assume a link between two nodes only if their
geometric distance is less than the wireless transmission
range. In our simulation, the transmission range of a
single station is normalized to 1 unit of distance. Random
network topologies are generated by randomly placing
nodes in 4 x 4 and 8 x 8 square grids of a two—
dimensional simulation area. The value of x and y
coordinate is uniformly distributed. The value of Tmax,

initMax, and Ot is chosen to be 100, 20, and 4 time
units respectively.

20 different network topologies are randomly generated.
The energy level at each node is generated in normal
distribution with the average 7.0 and the variance 2.0.
The performance of protocols is assessed by the average
size of CDS, the average energy level of nodes in CDS,
the minimum energy level of node in CDS, and the
variance of minimum energy level of nodes in the CDS
for both 4 x 4 and 8 x 8 with various nodal densities.
Notice that when network topology is static, the
minimum and average energy level of nodes in the CDS
can be considered an indication of the lifespan of the
CDS. Other than TECDS protocols, we implemented three
other CDS protocols, namely Wul and WuZ2's protocols in
[2] [3], and Wan's protocol in [9]. These protocols are
also implemented in the same environment with the same
matrix which TECDS protocol has.

4.2 Performance evaluation

In Figure 1 and Figure 2, the x—axis is the size of
network and the y—axis is the size of the resulting CDS
from five different protocols. It is clear that TECDS1 and
TECDS2 constantly generate the smallest CDS and Wul
constantly generates the largest CDS among all protocols
for both 4 x 4 and 8 x 8 grids. When the scale of the



network size increases from 4 x 4 to 8 x 8 grids the
performance difference of our energy—aware TECDSI
and TECDSZ2 is getting thinner. Although Wu2 and Wan
significantly reduced the size of the CDS as oppose to
Wul, its CDS size is still 40 to 50% larger than the CDS
generated by TECDS1 and TECDS2.

In Figure 3 and Figure 4, the x—axis is the size of
network and the y—axis is the average energy level of
nodes in the resulting CDS from five different protocols.
We find that TECDS1 and TECDS2 are able to achieve
approximately 209 higher average energy level of nodes
in CDS than the others for both 4 x 4 and 8 %8 grids by
slightly increasing the CDS size from WuZ2. On the other
hand, Wul and Wan have the lowest average energy
level among all protocols for both 4 x 4 and 8 x 8 grid.
It is surprised to find that even though WuZ2 considers
energy level at each node, it does not improve much the
average energy level as shown in Figure 3 and Figure 4
(merely 5% from Wul).

In Figure 5 and Figure 6, the x—axis is the size of
network and the y—axis is the minimum energy level of
nodes in the resulting CDS from five different protocols.
From these figures we can see that our energy—aware
TECDS1 and TECDS2 select the nodes with higher
minimum energy level than others.

Wul selects the nodes having lowest minimum energy
level among all others. These figures indicate that the
CDS created by our energy—aware TECDS1 and
TECDS?Z live longer than any other protocols under static
network. In 4 x 4 grids, the minimum energy level of
nodes in CDS generated by TECDSZ and Wul are about
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5.1 and 26 respectively. It means the minimum energy
level of nodes in CDS generated by TECDS2 is mostly
50% higher than that by Wul. For 8 x 8 grids, the
performance of the minimum energy level for different
protocols show similar trend.

In closing, the results have shown that the proposed
energy aware TECDS1 and TECDS2 produce better CDS
in terms of the average/minimum energy level of nodes
in CDS, and the number of rounds that represents the
lifespan of the CDS and the network. In addition, the size
of the CDS generated by TECDS1 and TECDS2 is
constantly smaller than that by Wul and Wu2.

5. CONCLUSION

In this paper, we present two versions of Timer—
based Energy—aware Connected Dominating Set
Protocols (TECDS). Our protocols utilizes defer timer at
each node to compute the CDS for wireless ad hoc
networks. The energy level at each node is taken into
consideration when constructing the CDS. The TECDS
protocols effectively construct energy aware CDS that
prolong the network operation under different level of
nodal mobility. The simulation results have shown that
our protocols constantly generate significantly smaller
CDS for virtual backbone in wireless ad hoc networks
without introducing extra messages than those proposed
in [3] and [11]. Additionally, the CDS generated by our
TECDS protocols consists constantly nodes with higher
energy level which implies a longer lifespan of the CDS
when network is static.
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