International Journal of Automotive Technology, Vol. 8, No. 1, pp. 39-48 (2007)

Copyright © 2007 KSAE
1229-9138/2007/032-06

OPTIMAL PERIOD AND PRIORITY ASSIGNMENT FOR A
NETWORKED CONTROL SYSTEM SCHEDULED BY A FIXED
PRIORITY SCHEDULING SYSTEM

M. SHIN" and M. SUNWOO?"

YACE Lab, Hanyang University, Seoul 133-791, Korea
“Department of Automotive Engineering, Hanyang University, Seoul 133-791, Korea

(Received 24 May 2006; Revised 16 August 2006)

ABSTRACT-This paper addresses the problem of period and priority assignment in networked control systems (NCSs)
using a fixed priority scheduler. The problem of assigning periods and priorities to tasks and messages is formulated as
an optimization problem to allow for a systematic approach. The temporal characteristics of an NCS should be considered
by defining an appropriate performance index (PI) which represents the temporal behavior of the NCS. In this study, the
sum of the end-to-end response times required to process all I/Os with precedence relationships is defined as a PL
Constraints are derived from the task and message deadline requirements to guarantee schedulability. Genetic algorithms
are used to solve this constrained optimization problem because the optimization formulation is discrete and nonlinear. By
considering the effects of communication, an optimum set of periods and priorities can be holistically derived.
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1. INTRODUCTION

Networked control systems (NCSs) are used frequently
to reduce cost, improve quality, and shorten the time to
market of various applications, including vehicles, air-
craft, spacecraft, and robots. Because of the architecture
of NCSs in which controllers, sensors, and actuators are
connected by a communication bus, the systems should
be designed to specifically consider the requirements of
real-time and distributed systems. The performance of an
NCS depends not only on the functional behaviors, but
also on the temporal behaviors. The temporal behavior of
the NCS must be confirmed during the design phase by
performing a timing analysis such as a schedulability test
of tasks and messages.

There are two different approaches to implementing
real-time systems. The method employed depends on the
triggering mechanism used to initiate action in each node.
One is a time-triggered (TT) approach, and the other is an
event-triggered (ET) or priority-based approach (Kopetz,
1997). TT systems are scheduled by a static cyclic
scheduler, and all activities are initiated at predetermined
points in time. Activities of ET systems are initiated by
events other than points in time, and priority based
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scheduling is generally used when an event simultane-
ously activates two or more tasks. A previous study
proposed an optimal period selection method for a TT
system (Shin et al., 2005).

The temporal behavior of NCSs scheduled by a fixed
priority scheduling (FPS) policy is mainly determined by
the assignment of priorities to tasks and messages.
Therefore, periods and priorities of tasks and messages
are major design parameters and are among the most
important issues in NCS development. This paper
addresses a design method to assign periods and priorities
to NCS tasks and messages.

Researchers have considered several methods for
assigning optimal priorities to tasks and messages during
the design phase by considering system performance and
real-time characteristics. In theory, the simplest way to
obtain a set of optimal priorities is to perform a full-
search of all possible task scenarios. However, a full-
search of all possible task scenarios is not feasible (Kai
and Shimada, 1999). If the relative deadlines of all tasks
are less than or equal to the periods in a uniprocessor,
then the optimal priority assignment schemes regarding
the worst-case load can be determined by rate monotonic
scheduling and deadline.

Monotonic scheduling methods. The schemes deter-
mined by these methods are optimal in that no other fixed
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priority assignment rule can schedule a task set which
cannot be scheduled by them (Liu and Layland, 1973).
Priorities of systems with arbitrary start times that are not
under the worst-case load can be assigned by an algorithm
developed by Audsley (1991). Davis and Burns (1995)

introduced an optimal priority assignment policy for .

independent aperiodic tasks on a uniprocessor. The
policy determines a set of priorities that maximize the
computation time afforded to each aperiodic task without
causing any deadlines to be missed.

Priority assignment for NCSs is much more compli-
cated than for other systems due to the effect of network-
induced delay and precedence relationships among the
tasks of different processors (Kai and Hatori, 2001;
McDowell, 1991; Faucou et al., 2000). In order to
minimize the inherent communication overhead, Surma
et al. (1998) presented the priority mapping and re-
routing (PRIMA) algorithm which determines priorities
for each message using a collision graph (CG) model.
Kai and Hatori (2001) proposed new priority levels
that account for communication overhead when
assigning task priorities. The priority level of each task is
calculated using the critical path method (Kai and
Shimada, 1999). In this method, a priority is assigned to
each task by checking the allocation patterns of the
preceding tasks. Tindell et al. (1992) treated the problems
of priority assignment and task allocation as a combined
discrete optimization problem. A simulated annealing
algorithm was applied to find a close-to-optimal solution.
A heuristic algorithm was proposed by Garcia and
Harbour (1995) for assigning priorities in a distributed
real-time system, and was shown to find feasible
solutions an average of two orders of magnitude faster
and in more cases than the simulated annealing method
used by Tindell er al. (1992).

The previously proposed methods do not consider
several aspects of NCSs, such as end-to-end response
times that account for communication overhead,
precedence relationships, and the offset conditions of
tasks. In the proposed approach, however, a set of
optimal priorities of tasks and messages is obtained by
taking a holistic point of view and formulating the
problem as an optimization one.

This paper is outlined as follows. In section 2, the
system model for an NCS is derived and the priority
assignment problem is formulated as an optimal design
problem. The approach proposed in section 2 is solved
in section 3 using genetic algorithms. In section 4,
the proposed method is applied to a single node system
and a distributed system using CAN as a communication
bus. The proposed approach is extended to obtain an
optimal set of periods and priorities in section 5.
Conclusions and future directions are discussed in section
6.

2. PROBIEM FORMULATION FOR THE
PRIORITY OPTIMIZATION OF AN NCS

In this section, the problem of assigning priorities to tasks
and messages is formulated as an optimization problem.
The sum of the response times is used as a performance
index (PI) to consider the temporal behavior of NCSs and
the deadline requirements of tasks are used as inequality
constraints. A task model explained in the next section is
used to define the PI for the analysis of a target system
with fixed priority. The task model considers holistic
system performance and is employed to analyze the
temporal behavior of NCSs.

2.1. System Description

NCSs consist of a set of computing nodes and a set of

network buses. The number of nodes and buses are N,

and N,, respectively. Node i is composed of N, tasks, {¢;,

. ti,}. Communication bus i is composed of N,
messages, {m;; ... m;y, }. The assumptions of the target
system are as follows:

(1) The temporal attributes of tasks and messages such as
the period, deadline, and worst-case execution time
(WCET) are predefined as fixed values.

(2) All tasks and messages are already allocated to
processors and buses.

(3) To allow I/O processing, tasks and messages can have
some dependent relationships such as precedence
relations and exclusive relations.

(4) Tasks and messages belonging to a precedence
relationship have the same period.

(5) The target system is scheduled by a fixed priority
scheduler.

(6) There are no tasks (or messages) with the same
priority in a node (or a network bus).

2.2. Timing Model for an NCS

Liu (1973) first proposed the fixed priority analysis, but
there has been much research to extend and to relax many
of the assumptions of the timing model (Lehoczky et al.,
1989; Sha ef al, 1990; Audsley et al., 1991). For a
uniprocessor with fixed priorities, the worst-case response
time of a periodic task i, R, can be found by equation (1)
with a recurrence form (Audsley et al., 1993).

R=C+B+I'+J’
) g 4 ) 1
where, I'= Y {R +J wcj )

Vje hip(i)

Where, C' is the worst-case computational requirement
for task 7, hp(i) is the set of all tasks of a higher priority
than task i, I' is the interference due to tasks having a
higher priority preempting task i in the interval [0, R), B’
is the blocking time that a task can be delayed due to the
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execution of lower priority tasks and J' is release jitter.
Equation (1) assumes the worst-case scheduling, where
all tasks are released simultaneously at a moment called
the critical instant. However, this attribute can lead to
pessimistic analysis results when systems are defined
with offset and dependency constraints, such as prece-
dence and exclusive relationships among tasks. In order
to reduce this pessimism, an extended scheduling analy-
sis is proposed that accounts for such constraints.

In the case of a distributed system with distributed
architecture, communication delays between nodes signi-
ficantly affect the end-to-end response times of tasks
required to process distributed I/Os. These delays may
degrade the NCS control performance, and may cause
system instability as well. Therefore, in order to properly
evaluate the NCS system performance, the end-to-end
temporal behavior for all I/Os should be considered
holistically. The effect of network buses can be conside-
red using the timing model of communication protocols
such as CAN (Tindell, 1996) and LIN. The worst-case
response times employed as a PI of the NCS are obtained
from an extended scheduling analysis that considers
offset and dependency constraints (Tindell, 1994) and the
effects of networked architecture (Tindell, 1996; Choi et
al., 2004).

2.3. Optimization Problem

In order to assign optimal priorities to an NCS, a PI J
should be defined, which represents the temporal behavior
of the NCS. In this study, the PI is defined as the
summation of the response times of tasks and messages
including the end-to-end response times considering
precedence relations for all distributed 1/Os. Therefore,
the PI is a function of periods and priorities of tasks and
messages. In this section, however, only priorities are
considered as design parameters and periods are assumed
as given values. The PI employed is reasonable because
shorter response times generally guarantee better system
performance. The deadline constraints of the system are
used as inequality constraints. That is, the assigned
priorities should be satisfied under all deadline con-
straints to guarantee the system schedulability. As a
result, the optimization problem for a uniprocessor is
formulated as:

frans ™ “trans

"v[ ‘Vlf‘{lm‘
min J= ZW’R’ + Z wt  R*
i=1 k=1

. . 2
subject to R <D, i=1,2,L,N, 2)

R/{(Vln\‘ S Dfl:(m\ E k = 1’ 2’ L 3 NI!‘(IHS

Where, N, is the number of tasks in a uniprocessor, N,
is the number of transactions defined with precedence
relations, w' is a weighting factor for task i representing
its importance, Wi, is a weighting factor for the k-th

transaction, D' is the deadline of task i, and Rf,.. and
D}, are the response time and deadline of the k-th
transaction, respectively. In the case of distributed
systems, response times of messages should be included
as shown in Equation (3).

N, A, Ny Vi -
. _ i pif i pii K k
min J= Z Z w'R” + Z Z Wy Rh + Z Wirans R/rum
k=1

=1 =l =1 -1

subject to
RT<D!, i=4,2,L,N,, j=L2,LL,N, 3)
RV <DI, i=L2,L,N,, j=12,L N,

RE. <DE., k=12,L.N

trans

Where N, and N, are the number of nodes and network
buses that belong to the distributed system, respectively,
wi is the weighting factor for message j included in the
network bus i. If precedence relationships consist of tasks
in different nodes and network messages in the k-th
transaction, the end-to-end response time of the trans-
action, R%,,., includes network-induced delay.

3. OPTIMIZATION ALGORITHMS

The optimization problem suggested in the previous
section is discrete because the design parameters are the
priorities of tasks and messages expressed by natural
numbers. Therefore, it is difficult to solve the problems
by using standard optimization techniques. There are
several optimization techniques for solving these kinds of
problems, such as simulated annealing, branch and bound,
tabu search, and genetic algorithm (GA). In this study, the
approach used to produce an optimal set of priorities is
based on the GA developed by Holland (1975). There are
several reasons for using the GA approach. The GA is a
general optimization method that has been extensively
and successfully used for solving a wide variety of com-
plex problems including discrete optimization problems.
Additionally, it is possible to simultaneously implement
both a random and local search using the GA (Gen and
Cheng, 2000). Thus, the GA is used to find a schedulable
set of priorities for tasks and messages to minimize the
summation of end-to-end response times that are subject
to satisfying inequality constraints.

The general idea of the GA is to let individuals in a
population gradually improve by the mechanisms of
evolution, including crossover, mutation, and natural selec-
tion. The GA starts with a population belonging to the set
of possible problem solutions. Each member of the popu-
lation, called an individual, is evaluated with a fitness
function, which calculates a goodness value for each
individual. In the next step, the fittest individuals in the
population are selected to produce offspring, or the fitter
individuals are allowed to produce a larger number of
offspring than the less fit. Offspring are produced through
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genetic operators: a crossover combining parts of differ-
ent parent solutions and a mutation adding random
changes in the offspring. The new produced population is
evaluated in the same manner as the first and the
algorithm iterates until some termination criteria are met.
Each iteration is referred to as a generation. A simple
overview of the operation of the GA is as follows:

Initialize population

Schedulability test

Evaluate population

Repeat

Produce offspring

Select individuals as parents for next generation
Perform GA operations: crossover and mutation
Schedulability test

Evaluate population

Replace the population with fitter individuals for next
generation

Until termination criteria are met

3.1. Coding

The method used to encode a problem solution (where, a
set of priorities) into an individual in a population is
important because it conditions all subsequent steps in
genetic algorithms. A gene belonging to an individual
contains two kinds of information: the position of the
gene located within the structure of an individual and the
value taken by the gene. Here, the position is used to
denote the ID of a task or a message, and the value is
used to denote the priority associated with the task or the
message. Lower values are assigned to tasks of a higher
priority. In an NCS, the number of genes in an individual

is given by >, Ni+ Y. Ni,. An individual is illustrated
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Figure 1. The architecture of an individual.

in Figure 1. Genes for message priorities follow those for
task priorities, i.e. task priorities are located in front of
genes. (P, ,), is task p’s priority of node k and (P, ,), is
message ¢’s priority of network bus i.

3.2. Fitness Function

A fitness function is used to evaluate the quality of an
individual according to a predefined criterion. The
criterion employed is used to minimize the summation of
response times of tasks and messages considering their
end-to-end behavior. Before evaluating the fitness of an
individual, the individual should have a feasible solution,
ie. it should pass the schedulability test and satisfy
timing constraints such as deadlines.

Since the problem is a minimization problem, a lower
value of the sum of response times yields a higher prob-
ability for selection. A ranking method is used to define
the fitness function. Selection probabilities are assigned
to individuals according to their ranking. The fitness
function is defined by the expression:

max(J) — min(J) — ,
No. of population X (No. of population — ranking + 2)

Where, J is obtained by Equations (2) and (3).

3.3. GA Operators: Crossover and Mutation
Some individuals undergo stochastic transformations by
means of genetic operations to form new individuals. The
GA operators are to let individuals in a population
gradually improve by mechanisms of natural selection.
The “elitist method” is applied, where the fittest indivi-
dual is preserved in the next generation without GA
operations. Additionally, infeasible individuals created
throughout the GA operations are discarded by a reject-
ing method to handle the inequality constraints, i.c.
deadline constraints.

Crossover: Crossover creates new individuals by com-
bining parts from two individuals. In order to avoid

cutting points
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Figure 2. Crossover: order crossover.
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exchanging points

parent‘1’2'3‘4‘5}6‘

offspringt1‘2]514‘3‘6‘

Figure 3. Mutation: reciprocal exchange.

illegal solutions that genes have the same priority in an
individual, the order crossover proposed by Davis (1985)
is used (Figure 2). In this problem, the parents are
selected using the “roulette wheel” selection method with
linear normalization fitness.

Mutation: Mutation creates new individuals by mak-
ing changes to a single individual. The purpose of
mutation is to produce spontaneous random changes in
individuals. The mutation operator used here is reciprocal
exchange. Reciprocal exchange mutation selects two
positions at random with a specific mutation ratio and
swaps the genes on these positions (Figure 3).

3.4. The Population Replacement Strategy

The purpose of the replacement strategy is to keep the
size of the population constant with the best fitness by
discarding the weakest individuals. A new population is
formed by selecting the fitter individuals from the parent
population and from the offspring population generated
by GA operations. The GAs stop when termination
criteria are met, e.g., all individuals in a population have
the same genes or the number of generations reaches a
maximum value.

4. EXAMPLES

In order to demonstrate the proposed approach, a single
node example and a distributed system example are
investigated. All time values are given in milliseconds.

4.1. Single Node

A single node consists of ten tasks with two shared
resources (S1 & S2). Table 1 shows the temporal attri-
butes of the system. It is assumed that all tasks have the
same weighting factors. The basic parameter settings for
the GA are a population size of 15, a maximum number
of 50 generations, a crossover ratio of 0.3 and a mutation
ratio of 0.15. An individual consists of ten genes that
represent the priority of each task.

In this example, performance indices of all individuals
in the population converge into a value set before the
maximum number of generations is reached.

The minimum value of the PI, the sum of the tasks’
response times, is 578 ms. Several schedulable and close-
to-optimal sets of priorities that minimize the sum of

Table 1. Temporal attributes of a single node system.

Name T (ms) WCET D (ms) S1 (ms) S2 (ms)
(ms)
Task1 100 10 100 2 0
Task2 100 14 100 1 2
Task3 200 8 200 0 2
Task4 150 7 150 0 0
Task5 200 10 200 0 1
Task6 150 12 150 0 0
Task7 250 5 250 3 0
Task8 300 32 300 0 1
Task9 150 8 150 0 0
Task10 100 15 100 1 2

Table 2. Simulation results for a single node.

Task Task Task Task Task Task Task Task Task Task
1 2 3 4 5 6 7 8 9 10

6 8 3 1 5 7 2 10 4 9
6 8 3 2 5 7 1 10 4 9
6 8 4 1 5 7 2 10 3 9
6 8 4 2 5 17 I 10 3 9
5 8 3 1 6 7 2 10 4 9
5 8 3 2 6 7 I 10 4 9
5 8 4 1 6 7 2 10 3 9
5 8 4 2 6 7 1 10 3 9

Sum of tasks’ response times: 578 ms

response times are derived from a repeat analysis. Table 2
shows simulation results for eight schedulable sets of
priorities. In this system, there are three exchangeable
priority pairs that have the same PI: (Task 1, Task 5),
(Task 3, Task 9), and (Task 4, Task 7).

4.2. Distributed System

A distributed system with five distributed transactions
consists of four nodes and a network bus implemented by
the CAN protocol with 125 kbps. Table 3 shows the
temporal attributes of the NCS: all weighting factors have
the same value. The precedence relationships of each
transaction are defined in Table 4. The basic parameter
settings for the GAs are a population size of 70, a
maximum number of 150 generations, a crossover ratio
of 0.4 and a mutation ratio of 0.15. An individual consists
of 26 genes that represent the priority of each task as
shown in Figure 1.

In this example, the sum of the tasks’ response time for
each individual converges to 701.032 ms over nearly 100
generations. After the maximum number of generations,
two feasible optimal sets of priorities with the same PI
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Table 3. Temporal attributes of an NCS.

Node_1 T WCET D OffsetNode. 2 T WCET D Offset
Task_11 100 7 100 O Task 21200 8 200 O

Task_12150 5 150 1 Task 22150 9 150 0O
Task 13200 6 200 O Task 23150 7 150 2
Task_14150 8 150 13 Task 24100 5 100 O
Task_15200 9 200 O Task 25200 2 200 5
Task_16300 2 300 O

Node_3 T WCET D OffsetNode 4 T WCET D Offset

Task_31 150 13 150 0 Task 41200 10 200 7
Task 32150 8 150 O Task 42100 9 100 3
Task 33200 6 200 25 Task 43 150 14 150 25
Task_ 34200 12 200 O Task 44 150 8 150 0
Task_35200 2 200 2 Task 45100 2 100 O

Body_CAN T Length D
MSG_1 150 2 150
MSG_2 100 3 100
MSG_3 200 5 200
MSG_4 150 4 150
MSG_5 200 6 200

Table 4. Transactions with precedence relations.
Transaction_1 Task 12 =» Task_14 =» MSG_1 =» Task_23
Transaction_2 Task 11 =» MSG_2 =» Task_45 =» Task 42
Transaction_3 Task_15 = MSG_3 =» Task_21
Transaction_4 Task 22 = MSG_4 =» Task_43
Transaction_5 Task_13 =» MSG_5 =» Task_35 =» Task_33

are acquired. However, the number of possible priority
assignments in this problem is on the order of 1011. Table
5 summarizes the schedulable and close-to-optimal sets
of priorities.

In the simulation results, Figure 4(a) shows that both
minimum and maximum values of the PI decrease
exponentially according to the alternation of generations.
Figure 4(b) is an enlarged figure of the minimum
performance measure. In the simulation results, the
priorities of Task_34 and Task_35 are exchangeable.

These priority assignments of tasks and messages can
be used as a design guideline during the initiation of
target system development. If more specific target system
information is available, such as relative priority order
between tasks and messages, weighting factors, and more
detailed precedence relationships, more concrete priority
sets can be developed.

Since the GA is a kind of heuristic approach, it cannot
always be optimal. However, even in cases when an

Min. & Max. Performance Measure
1000 T T T T T T T

950 H q

900 [ b

850 -

800 -

80 100 120 140 160
Number of generations
()

Minimum Performance Measure

60 80 100 120 140 160
Number of generations

Figure 4. The Pl according to the alternation of
generations.

Table 5. Simulation results for the NCS.
Schedulable sets of priorities for the NCS
Node_1 Node_2 | Node_3 | Node_4 Body_CAN

523461142351|53241(52341(13542
21523461(42351(53142|52341{13542

Sum of end-to-end response times: 701.032 ms

No|

—

optimum solution cannot be found, the proposed approach
will provide an acceptable solution considering con-
straints that are difficult to satisfy. This is important from
an engineering perspective, since the result can be used
as an input for application redesign.

5. OPTIMAL PERIOD AND PRIORITY
ASSIGNMENT FOR AN NCS

The temporal behavior of an FPS system is greatly
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influenced by periods as well as priorities of tasks and
messages. Hence, the approach developed in Sections 2
and 3 is extended to obtain an optimal set of periods and
priorities simultaneously considering the coupled effect
of the two design parameters during the FPS system
design. Fundamental formulations such as the PI and
inequality constraints are the same as described in
Section 2. The only difference in this approach is that the
periods are not given values but design parameters.

The previously suggested optimal approach for priority
assignment is a discrete optimization problem, however
periods are defined by continuous values. In order to
apply the same framework using GAs, we change the
assumption about periods. In Sections 2 and 3, a period
was assumed to be predefined as a fixed value. In the
extended approach, it is assumed that an available set of
periods for implementation is given so that periods may
be selected in the available set. This assumption is
reasonable because only a few periods can be allowed for
the real implementation according to the application area
such as the automotive industry. Thus, the period selec-
tion problem can be changed into a discrete optimization
problem by adopting this assumption.

5.1. Additional Consideration for Period and Priority
Assignment
Since the periods of tasks and messages are design
parameters, they may change in each generation. The
utilization of CPUs and networks is varying and tasks
and messages belonging to a precedence relationship can
have different periods due to the variation of periods.
However, there are available utilization limits for CPUs
and networks and precedence relationship constraints
described in Assumption 4. Therefore, whenever a new
individual is defined as pairs of priorities and periods,
available utilization limits and precedence relationships
should be taken into account. The optimization problem
is formulated as follows:

k
wt R

N, N, Ny Ny N
. _ i pif i pi
min J= z Z w'R" + z Z Wy R]; + z trans ™ rans

vlmrt.y
= j=t =1 j=t k=1

subject to

RV < DY, i=,2,L,N,, j=12,L ,N,

RY <D, i=1,2L,N,, j=L2L,N,

RL. <D.., k=L2L.N,, ()
N, Cij .

<4, 0<4'<l i=12L N,

= T!/

N, k

ZC—’;SA,,, 0< 4 <1

Pl ¢

5.2. Coding of Priority and Period Pairs
Since the effects of priority and period on task response
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Figure 5. The extended coding architecture of an
individual.

times are closely coupled, an individual should be
expressed as a pair of a priority and a period as shown in
Figure 5. (P ,,Ti,). is task p’s priority and period of
node k and (P, ,,T;,). is message ¢’s priority and period
of network bus i.

5.3. Application Examples
The two examples investigated in Section 4 are reconsi-
dered.

5.3.1. Single node

For the single node example, a set of available periods is
as follows: [100 150 200 250 300]. Where, the deadlines
of tasks are assumed equal to the selected periods. Other
temporal attributes are the same as in Table 1, except
periods and deadlines.

The simulation results show that the derived schedu-
lable and close-to-optimal set of priorities is equal to that
of the previous example but the sum of the tasks’
response times is reduced to 512 ms. The reduction of the
PI is caused by different period sets of tasks. Table 6
shows many schedulable sets of periods according to a
priority set to minimize the PL In addition to the sets in
Table 6, we found that there are many other sets of
periods that have the same PL

5.3.2. Distributed node
A set of available periods is [100 150 200 250 300].
The simulation results show that the derived schedu-
lable and close-to-optimal set of priorities and the PI are
equal to those of the previous example. Table 7 shows
that the system can be implemented with several periods
for the two sets of priorities that satisfy the schedulability
requirement and minimize the PI. In addition to the sets
in Table 7, we found that there are many other sets of
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Table 6. Simulation results for a single node using the
extended approach.

No Task Task Task Task Task Task Task Task Task Task
1 2 3 4 5 6 7 8 9 10

PIL 5 8 3 1 6 7 2 10 4 9
150 250 300 300 200 200 200 250 150 200
150 150 150 200 300 300 150 200 150 200
250 200 300 200 200 300 200 200 150 200
250 250 250 200 150 300 200 200 300 150
P2 5 8 3 2 6 7 1 10 4 9
150 150 250 150 300 250 150 250 300 200
150 150 250 150 200 200 250 250 300 200
250 250 250 200 150 300 200 200 300 150
300 200 250 200 200 300 300 200 250 300
P3 5 8 4 2 6 7 1 10 3 9
150 200 200 250 150 200 250 200 200 150
250 200 150 200 200 300 200 200 300 200
250 250 300 200 150 300 200 200 250 150
250 250 150 300 300 250 300 200 200 200
P4 5 8 4 1 6 7 2 10 3 9
200 200 250 200 300 150 150 150 250 200
250 200 300 200 250 200 200 150 200 200
250 200 300 200 300 150 150 150 200 200
300 200 150 250 300 150 150 200 150 150
P5 6 8 3 1 5 7 2 10 4 9
200 200 300 200 250 300 200 200 150 200
200 250 300 300 150 200 200 250 150 200
300 150 150 200 150 300 150 200 150 200
300 250 200 300 250 250 300 200 150 200
P6 6 8 3 2 5 7 1 10 4 9
150 200 200 250 150 200 250 200 200 150
200 250 300 300 150 200 200 250 150 200
200 200 250 200 300 300 300 200 250 300
300 150 150 150 150 300 200 200 150 200
P7 6 8 4 1 5 7 2 10 3 9
200 200 150 200 250 300 200 200 300 200
200 250 150 300 150 200 200 250 300 200
300 150 150 200 150 300 150 200 150 200
300 250 150 300 250 250 300 200 200 200
P8 6 8 4 2 5 7 1 10 3 9
150 200 200 250 150 200 250 200 200 150
200 200 150 200 250 300 200 200 300 200
200 250 150 300 150 200 200 250 300 200
300 250 150 300 250 250 300 200 200 200

Sum of tasks’ response times: 512 ms

periods with the same PL

Thus, schedulable sets of priorities and periods that
minimize the sum of end-to-end response times can be
easily acquired simultaneously by using the extended
approach.

6. CONCLUSIONS

In NCS design, periods and priorities of tasks and
messages are major design parameters for NCS imple-
mentation. Since the temporal behaviors of the NCS
scheduled by a fixed priority scheduler are determined by
these design parameters, assigning periods and priorities
to tasks and messages is one of the most important issues
in NCS development. This study presents and validates a
methodology to determine the NCS design parameters.

In order to develop a design methodology that enables
optimum NCS performance, we formulated the design
problem as an optimal problem. In the optimization
formulation, a PI is defined with the end-to-end response
times of all processed I/Os to consider the temporal
behavior of an NCS. In order to guarantee NCS schedul-
ability, temporal requirements are employed as inequality
constraints such as deadline requirements, the utilization
limits of available resources, precedence relationships
and so on. End-to-end response times are calculated from
a holistic viewpoint, considering network-induced effects
and precedence relationships. Therefore, we can holisti-
cally account for the NCS characteristics by using the PIL.
Determining priorities is a discrete and nonlinear pro-
blem because priorities are design parameters that are
defined as discrete values. Hence, in order to solve the
discrete optimal problem, the GA was applied. This
approach is extended to simultaneously determine periods
and priorities. We assume that an available set of periods
is given in the implementation phase, i.e., periods of tasks
and messages are limited.

The proposed approach can provide several solutions
to be used as guidelines in the early stages of NCS
development. If more detailed design information is given,
such as weighting factors, offsets, and precedence relation-
ships between tasks and messages, a more feasible solu-
tion can be acquired by defining additional constraints.

In this study, the design problem of assigning periods
and priorities to NCS tasks and messages is addressed
from a deterministic point of view. Although the deter-
ministic timing guarantee is needed in hard real-time
systems, it is too stringent for so-called soft real-time
applications that require only a certain level of average
performance. In order to analyze the average perfor-
mangce for soft real-time applications, it would be necess-
ary to derive a new performance measure using a
stochastic approach. The design of NCSs could also be
improved if the algorithm is implemented as an analysis
tool such as the Response-time Analysis Tool (RAT:
Choi, 2004) with a GUL
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Table 7. Simulation resuits for the NCS using the extended approach.

Schedulable sets of priorities for the NCS

No
Node_1

Node_2

Node_3

Node_4

Body_CAN

P15 2 3 4 6 1

100 100 250 100 100 150
100 150 300 150 150 150
150 150 150 150 150 300
150 200 150 200 150 300
300 150 300 150 250 100
300 150 300 150 150 100
P2{5 2 3 4 6 1

100 100 250 100 100 150
100 100 250 100 100 100
100 150 250 150 100 150
150 200 150 200 150 300
150 200 150 200 150 300
150 150 150 150 150 300
300 150 300 150 150 100

4 2
100 200
150 200
150 100
150 100
250 200
150 200

4 2
100 200
100 200
100 200
150 100
150 100
150 100
150 200

35 1
100 200 200
150 250 200
150 100 300
200 100 300
150 150 250
150 200 250

3 5 1
100 200 200
100 200 200
150 200 200
200 100 300
200 100 300
150 100 300
150 200 250

5 3 2
250 150 250
250 150 300
150 300 150
200 300 150
250 250 300
250 250 300

5 3 1
250 150 250
250 150 250
250 150 250
200 300 150
150 300 150
150 300 150
250 250 300

4 1
200 250
150 300
100 150
100 150
150 300
200 300

4 2
200 250
200 250
200 250
100 150
100 150
100 150
200 300

5 2 3
200 100 200
200 100 200
100 150 250
100 150 250
200 300 200
200 300 200

5 2 3
200 100 200
200 100 200
200 100 200
100 150 250
100 150 250
100 150 250
200 300 200

4 1

150 100
150 100
150 150
150 150
150 300
150 300
4 1

150 100
150 100
150 100
150 150
150 150
150 150
150 300

1 3
100 100
150 100
150 150
200 150

5 4 2
100 200 250
150 200 300
150 100 150
150 100 150

150 300 250 200 300

150 300
1 3
100 100
100 100
150 100
200 150
200 150
150 150
150 300

150 200 300
5 4 2
100 200 250
100 200 250
100 200 250
150 100 150
150 100 150
150 100 150
150 200 300

Sum of tasks’ response times: 694.032 ms
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