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Abstract This paper proposes a new reconstruction method of high-resolution facial image from
a low-resolution facial image based on top-down machine learning and recursive error
back-projection. A face is represented by a linear combination of prototypes of shape and that of
texture. With the shape and texture information of each pixel in a given low-resolution facial image,
we can estimate optimal coefficients for a linear combination of prototypes of shape and those that of
texture by solving least square minimizations. Then high-resolution facial image can be obtained by
using the optimal coefficients for linear combination of the high-resolution prototypes. In addition, a
recursive error back-projection procedure is applied to improve the reconstruction accuracy of
high-resolution facial image.

The encouraging results of the proposed method show that our method can be used to improve the
performance of the face recognition by applying our method to reconstruct high-resolution facial
images from low-resolution images captured at a distance.

Key words : Low-resolution facial image, top~down machine learning, image reconstruction, face

recognition, error back-~projection
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have been carried out for a long time. But there
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estimating facial pose, facial expression variations,

resolving object occlusion, changes of lighting

conditions, and in particular, the low-resolution
images captured at ‘a distance.

Handling low-resolution images is one of the
most difficult and commonly occurring problems in
various image processing applications, such as
scientific, medical, astronomical, or weather image
analysis, image archiving, retrieval and transmission
as well as video surveillance or monitoring [L].

Numerous methods have been reported in the
area of estimating or reconstructing high-resolution
images from a series of low-resolution images or a
single-frame low-resolution image. Super-resolution
is a typical example of techniques reconstructing a
high-resolution image from a series of low-reso-
lution images [2-4], while interpolation produces a
large image from only one low-resolution image.

In this paper, we concerned with building a
high-resolution facial image from only one low-
resolution facial image. Our task is distinguished
from previous works that built high-resolution
images mainly from scientific images or image
sequence of video data.

The proposed method is a top-down, object-
class-specific and model-based approach. It is
highly tolerant to sensor noise, incompleteness of
input images and occlusion by other objects [5].
The top-down approaches for interpreting images of
various objects are now attracting considerable inte-
rest among many researchers [6,7). The motivation
for top-down machine learning lies on its potential
of deriving high-level knowledge from a set of
prototypical components.

This paper proposes a novel method for recon-
structing high-resolution facial image from only one
low-resolution image based on top—down machine
learning. The 2D morphable face model [7] is used
in top-down machine learning, and a mathematical
procedure for solving least square minimization(LSM)
is applied to the model. More over, a recursive
error back-projection procedure is applied to
compensate the residual errors of the reconstructed
high-resolution results.

This paper is organized as follows. In section 2,

we explain the proposed reconstruction method

based on top-down machine learning, the problem
of high-resolution reconstruction and solution to
solve the least square minimization of reconstruc—
tion error. Then, in the next section, we describe
the proposed recursive error back-projection pro-
cedure which is composed of estimation of high-
resolution data, simulation of low-resolution data,
and compensation of residual errors. In section 4,
experimental results with low-resolution facial
images are provided along with an analysis of
these results. Finally, we make our conclusions and

provide a discussion of future works in section 5.

2. Reconstruction of High-resolution Facial
Image Using Top-down Machine Learning

Suppose that sufficiently large amount of facial
images are available for off-line training, then we
can represent any input face by a linear combi-
nation of facial prototypes [9]. Moreover, if we
have a pair of low-resolution facial image and its
corresponding high-resolution image for the same
person, we can obtain an approximation to the
deformation required for the given low-resolution
facial image by using the coefficients of examples.
Then we can obtain high-resolution facial image by
applying the estimated coefficients to the corres-
ponding high-resolution example faces as shown in
Figure vl.

2.1 Extended 2D morphable face model

The proposed method is based on the morphable
face model introduced by Poggio et al. [8] and
developed further by Vetter et al. [9,10]. Assuming
that the pixel-wise correspondence between facial
images has already been established [10], the 2D
shape of a face is coded as the displacement field
from a reference image. The texture is coded as
the intensity map of the image which results from
mapping the face onto the reference face as shown
in Figure 2(a).

Then, the shape of a facial image is represented by
a vector S=(d%,d}, - d% d}, d% d)TeR?, where
M is the number of pixels in image, (d%,d}) the x3
displacement of a pixel that corresponds to a pixel
x, in the reference face and can be denoted by

S(xy). And the shape normalizedN texture is repre-
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Figure 1 Basic idea of the proposed reconstruction method using top—down learning

sented as a vector T=(iy,'*,i;,*,ip) ERY where
7 is the intensity or color of a pixel that cor-
responds to a pixel x, among A pixels in the
reference face and can be denoted by 7(x,).

Next,
system by PCA(Principal Component Analysis) into

we transform the orthogonal coordinate

a system defined by eigenvectors s, and ¢, of the
covariance matrices (; and (; on the set of

training faces. G and (C, are computed over the

differences of the shape and texture, ’5‘=S:S and

T=T-T. Where
shape and that of texture, respectively.

r

S and 7 represent the mean of

Then, a facial image can be represented by

Input(l)

Extended
Reference(R")

Extended
Input(I*)

. M M
S=S+3ls, T=T+38), (n)

where o, BeRM

Our goal is to reconstruct a high-resolution face
from only one low-resolution image based on top-
down machine learning. We extended the previous
2D morphable face model by the combination of
low-resolution face and high-resolution one as
shown in Figure 2(b).

Let us define S*=(d%, }{’."vdisdi»‘dii—lydiJrl,'",
d% . dyep) ! to be a new shape vector by simply
concatenating a low-resolution shape vector and a
where ] is the

high-resolution shape vector,

number of pixels in low-resolution image and F is

[

Shape(S)

Texture(T)

F11IASS
LASNNN

Extended Shape(S*)

j

Extended Texture(T")

(a) 2D morphable face model

(b) extended 2D morphable face model

Figure 2 Comparisons of existing 2D morphable face model and the our extended 2D morphable face model
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the number of pixels in high-resolution image.
Similarly, let us define T*=(i, i 7,410 s4p)]
to be a new texture vector. Then, by applying PCA

to both shape S* and texture 7%, the face image
in Eq.(1) can be extended as

J— M — M
S*t= S++p§ats;, T*= T++p§ﬁpt:. @

2.2 Reconstruction of high-resolution face

Our goal is to find an optimal parameter set (@)
which best estimates the high-resolution image
from a given low-resolution image.

Before explaining the proposed reconstruction
procedure, we define two types of warping processes,
forward and backward warping as shown in Figure
3. Forward warping warps a texture expressed in
reference shape onto each input face by using its
shape information. This process results in an original
facial image. Backward warping warps an input face
onto the reference face by wusing its shape
information. This process results in a texture image
expressed in the reference shape. The mathematical
definition and more details about the forward and
backward warping can be found in reference [9].

The reconstruction procedure of high-resolution

shape(S) !reference face face image

texture(T)

~

Figure 3 Examples of forward warping and backward

warping

WEHY o GEGo NG TAYE AF IP) B

269

e

facial image consists of 4 steps, starting from a
low-resolution facial image to a high-resolution
face as shown in Figure 4. Here, the displacements
of the pixels in an input low-resolution face which
correspond to those in the reference face are
known.

Step 1. Obtain the texture of a low-resolution
facial image by backward warping.
Step 2. (a) Estimate a high-resolution shape from
the given low-resolution shape.

(b) Improve the estimated high-resolution
shape by our recursive error
back-projection procedure.

Step 3. (a) Estimate a high-resolution texture
from the low-resolution texture
obtained at Step 1.

(b) Improve the estimated high-resolution
texture by our recursive error
back-projection procedure.

Step 4. Synthesize a high-resolution facial image
by forward warping the improved texture
with the improved shape

Step 1 and Step 4 are explained from the pre-
vious studies of morphable face models [6,9]. Step
2(a) and Step 3(a) are carried out by similar
mathematical procedure except that the shape of a
pixel is 2D vector and the texture is 1D(or 3D for
RGB  color
describe only

image) vector. Therefore, we will
the Step 2(a)

high-resolution shape vector from a low-resolution

of estimating a

shape vector.

Figure 4 Reconstruction procedure from a low-resolution facial image to a high resolution one
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2.3 Problem definition for high-resolution shape
estimation

Since there is a shape vector from only low-

resolution facial image, we need an approximation

to the deformation required for the low-resolution

shape by using coefficients of the bases(prototype

shapes) as shown in Figure 1. The goal is to find

an optimal set g, that satisfies

) M
S 9;)=p§0,s,f(x,-), 7=12,L, 3)

where x is a pixel in the low-resolution facial
image, ] the number of pixels in low-resolution
image, and } the number of bases.

Generally there may not exist a set of ¢ that

perfectly fits the S So, the problem is to choose

€ so as to minimize the error. For this, we define
an error function, FE(a), the sum of squared errors
which measures the difference between the known
displacements of pixels in the low-resolution input

image and its represented ones.

L ) M 2
B)= (S~ Sas) ) @
= =
where x,,--,x, are pixels in the low-resolution shape

vector.
Then the problem of reconstruction is formulated
as finding ¢ which minimizes the following error

function :
T=ag m'nE(a). )
a .

2.4 Solution by least square minimization
The solution to Eq.(4)-(5) is nothing more than a
least square solution. Eq.(3) is equivalent to the

following equation

(s10c)) - sM(xI) /u fS"’(xl
: ®)
s1wp) - sM(xz) GM' [S"( %)
This can be rewritten as :
S+u =91 (7)
where
57 (=) sylay)
st (xy) - sh(z,)
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a=(a;,"0,) 7,
5= G(x), S ()"
The least square solgtion to an inconsistent
=% of ] equation in J unknowns satisfies
St'Sta =SS If the columns of g are linearly

independent, then S*'S' is non-singular and

°=(SSHISH S )
The projection of & onto the column space is
therefore $¥=S%a* By using Eq.(9), we obtain a

high-resolution shape vector

J— M
S(xL+j) = S+(xL+,') + I;QZS:(ZLﬂ'), 7=1,2,-+ A (10)

where x,.,,%;4+9,"% .5 are pixels in the high-

resolution shape vector, ] and FE are the number of
pixels in the low-resolution facial image and that
of high-resolution one, respectively.

By using Eq.(10), we can get the correspondence
of all pixels. Previously we made the assumption
that the columns of
Otherwise, Eq.(9) may not be satisfied. If

. are linearly independent.
* has
the solution

dependent columns, @ will not be

unique. The optimal solution in this case can be
solved by pseudoinverse of & [5]. But, for our
purpose of effectively reconstructing a high-resolution
facial image from a low-resolution one, this is

unlikely to happen.

3. Proposed Recursive Error Back-Projection
Method

In order to reconstruct a high-resolution facial
image from only one low-resolution image, we used
an example-based learning or top—-down approach.
Also to improve the accuracy of the reconstruction,
we applied a recursive error back-projection pro-
cedure to the results of step 2(a) and step 3(a),
respectively. Recursive error back-projection or error
compensation has been used to various applications
such as super-resolutions [4].

In this section, we explained the procedure of our
recursive error back-projection method for impro-
ving the resolution of facial images. The flowchart
of the procedure we have designed for recursive
error back-projection is outlined in Figure 5. The
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Table 1 Notations for recursive error back-projection procedure

Notation

Definition

I Input low-resolution information (shape or texture)

t Iteration index, ¢t = 1, 2, .., T

Hf Reconstructed high-resolution data at iteration ¢t

IR |Low-resolution data simulated by down-sampling the reconstructed high-resolution data at iteration ¢

D{‘ Reconstruction error by measuring Euclidean distance between .input and simulated low-resolution data at iteration ¢

1} [A threshold value to determine whether the reconstruction is accurate or not

'I; A threshold value to determine whether the iteration is convergent or not

IE |5
at iteration ¢

Reconstruction error of low-resolution data by pixel-wise difference between input and simulated low-resolution data

Hf Reconstructed high-resolution error of low-resolution error at iteration ¢

o, |Weight for error compensation at iteration ¢

" Estimation {l H(; = fzconstruction(Z’) [

[ Lf: l)umsamp]ing(Ht‘Sl) ]4—
}

Simulation [

D} = vistance(Z!, IF) l

Error Compensation
N B

[ HE- .Elr—:construcﬁon(lf) ]

| HE

Bt HE

J.___

Figure 5 Flowchart of the recursive error back-projection procedure

notations showed in this figure are defined at Table 1.
First, as an initial procedure, we estimate the

high-resolution data ( HY) from input low-resolution
data (I) by using our solution of least square
minimization described in section 2.4.

Second, as a simulation procedure, in order to

verify the accuracy of our reconstruction method,
simulate the low-resolution data (IF) from the
estimated high-resolution data by down-sampling

it, then measure the distance (D}) between input

low-resolution and simulated one by simple
Euclidean distance measure. We assume that if the
reconstruction
From this

assumption, we determine whether the reconstruc-

reconstruction is successful, the

error(distance) will be very small
tion is accurate or not by comparing the current
reconstruction error and one threshold value (7))
and whether the iteration is convergent or not by
comparing amount of previous distance and current

distance, and another threshold value (75). If one or
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two comparisons are satisfied, the current result of
reconstruction is considered as the final output high-
resolution data, otherwise following error back-
projection procedure is recursively applied.

Third, as an error compensation procedure, we
create the low-resolution error data between input
low-resolution and simulated one by simple differ-
ence operation, estimate the high-resolution error
data by our reconstruction of low-resolution error
data, then compensate previously estimated high-
resolution data by adding currently estimated error
to it. In this procedure, we use weight value(w)
which is smaller than 1, in order to prevent diver—
gence of iterations. The weight can be varied
according to the current distance, that is, if the
distance is large then the weight is also large. We
recursively perform the same procedures until an
accurate estimation is -achieved or iterations are
convergent.

By using these iterative procedures, we tried to
improve the result of high-resolution estimation by

recursively compensating error.

4. Experimental Results and Analysis

4.1 Face database

For testing the proposed method, we used 200
images of Caucasian faces that were rendered from
a database of 3D head models recorded by a laser
scanner(Cyberware ™) [9,10]. The original images
were color image set of 256x256 pixels. They were
converted to 8-bit gray level and resized to 16x16
and 32x32 for low-resolution facial images by
Bicubic interpolation method. PCA was applied to a
random subset of 100 facial images for constructing
bases of the defined face model. The remaining 100
images were used for testing the proposed method.

Next, we use a hierarchical, gradient-based opti-
cal flow algorithm to obtain a pixel-wise corres—
pondence [9]. The correspondence is defined between
a reference image and every image in the database.
It is estimated by the local translation between
corresponding gray level intensity patches.

4.2 Results of resolution enhancement

As mentioned before, 2D-shape and texture of

facial images are treated separately. Therefore, a

2ZEY & S8 A AU A A 3 30073

high-resolution facial image 1is synthesized by

combining both reconstructed shape and recon-
structed texture.

Figure 6 shows the examples of the high-
resolution facial image synthesized from two kinds
of low-resolution images. In the Figure, (a) shows
the input low-resolution images, (b) to (e) the
synthesized high-resolution images using Bilinear
interpolation, Bicubic interpolation, proposed method
1(using only example-based reconstruction) and
proposed method 2(enhancement of (d) by recursive
error back-projection), respectively. (f) is the origi-
nal high-resolution facial images.

As shown in Figure 6(d) and (e), the recon-
structed images by the proposed top-down machine
learning method are more similar to the original
images and clearer than others. More over, the
effect of improving the results by recursive error
back- projection can be notified in the synthesis
results of 16x16.

As shown in Figure 6, classifying the 16x16
input low-resolution faces are almost impossible,
even with the use of Bilinear or Bicubic inter—
polations. On the other hand, reconstructed facial
images by the example-based learning methods,
especially the reconstructed images by the
proposed method are more similar to the original
faces than others. Also, similar but better results
were obtained from 32x32 low-resolution facial
images.

Figure 7 shows the comparison of mean recon—
struction errors in shape, texture and facial image
data. The
horizontal axes of the figure represent the input
methods, the

proposed reconstruction method and the improved

from the original high-resolution

low-resolution, two interpolation
results by the proposed recursive method. Vertical
axes represent the mean displacement error per
pixel about shape vectors and the mean intensity
error per pixel about texture and image vector,
respectively. That is, Err_Sy and Err_S, of (a) are
the x- and y- directional mean displacement errors
for the shape vector, respectively. And Err_T and
Err_I of (b) imply the mean intensity errors for
the texture vector and for the image vector, re-

spectively.
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(a) Input

(b) Bilinear

(¢) Bicubic

(d) Proposed 1

(e) Proposed 2

(f) Original

~ Synthesis from 32x32

Figure 6 Examples of reconstructed high-resolution face from low-resolution face

(a) Mean Displacement Error / Pixel
for Err.S, and Err_ S,

{b) Mean Intensity Error / Pixel
for Err_T and Err_{
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Figure 7 Comparison of mean reconstruction errors

Also, we measure the distances between the

original high-resclution facial images and their
reconstructed images while increasing the number
of iterations. Figure 8 shows the change in the
mean intensity error per pixel between the original
high-resolution image and the recursively updated
images. As the trend of gradually decreasing dis-
tance shows, we can conclude that the similarity
between the original high-resolution facial images
and the compensated one increased as the number

of iterations increased.

Mean Intensity Error / Pixel

20
18 [+
o
16 ‘»*“
14 hhas SO0
i
4y
12 ha S
L2
10 i PSS SIS ST U WUUAY SO T Y SO R S N ¥ N J
1 5 9 13 17 21 25 29
Number of iterations

Figure 8 Changes of mean intensity error per pixel

during recursive error back-projection

From the encouraging results of the proposed
method as shown in Figures 6-8, we can expect
that our reconstruction method can be used to
improve the performance of the face recognition by
reconstructing high-resolution facial images from
single-frame low-resolution facial images captured
at visual surveillance systems.

5. Conclusions and Further Research

In this paper, we proposed an efficient method of
reconstructing high-resolution facial image based on
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top-down machine (or example-based) learning and

recursive error back-projection. The proposed

method consists of the following steps @ computing
linear coefficients minimizing the error or difference
between the given shape/texture and the linear
combination of the shape/texture prototypes in the
low-resolution image, and applying the coefficient
estimates to the shape and texture prototypes in
the high-resolution facial image, respectively.

The experimental results are very natural and
plausible like original high-resolution facial images,
when displacements among the pixels in an input
face which correspond to those in the reference
face, are known. It is a challenge for researchers to
obtain the correspondence between the reference
face and a given facial image under low-resolution

vision tasks.
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