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Intelligent Distributed Platform using Mobile Agent based on
Dynamic Group Binding
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Abstract

The current frends in information fechnology and intelligent systems use data mining techniques to discover pattems and extract
ndes from disibuted dafabases. In distibuted environment, the extracted rules from data mining fechniques can be used in
dynamic replications, adaptive load bdlancing and other schemes. However, fransmission of large data through the system can
cause errors and unreliable results. This paper proposes the intelligent distributed platform based on dynomic group binding using
mobile agents which addresses the use of infelligence in distributed environment. The proposed grouping service implements
clossification method for efficient search of objects. In this paper, the inteligent model uses the extracted rules for dynamic
replication scheme of objects. Data compressor agent and data miner agent extracts rules and compresses data, respectively,
from the senice node databases. The proposed cdlgorithm performs preprocessing where it merges the less frequent dataset using
neurofuzzy classifier before sending the data. Object group classification, data mining the service node dafobase, data
compression method, and rule extraction were smulated. Result of experiments in efficient data compression and reliable rule
extraction shows that the proposed dgorithm haos better performance compared o other methods.

= Keyword © Inteligent System, Distribufed Object Groups, Mobile Agents, Neurofuzzy Systerrs

1. Introduction Intelligent system models are mostly used in
solving complex problem which classical methods
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[1,2]. Agents are provided with intelligence based
on the acquired information. The new discovered
rules from the environment are used by the agent
to change or evolve its task to solve problems.
Multi-agent and mobile agent technologies provide
developers a new vparadigm of designing and
implementing  software  applications. ~ Current
researches in agent technology focus on providing
industries with a new approach of solving problems
in distributed manner, new software tools and
automated features from the system [34]. In
multi-agent  models,

sharing and cooperation on solving a problem are

communications,  resource
considered [5,6]. Many organizations and researchers
are working for the standards, like FIPA [7] and
other technologies of multi-agents. However, there
are still more challenges in using agent technology.
Intelligent models like multi-agents need massive
data for inputs in able to acquire the accurate
information where transmission of large data through
the system can cause errors and unreliable result.

In distributed environment, object group models
are designed to manage the system by grouping
appropriate  objects. The object groups perform
cooperation for an efficient service. Communications
of object groups reflect the inter-dependence and
take place from one group to another. An object
group is a set of objects related logically [8]. A
group acts as a logical addressable entity where an
entity that requests a service from a group is a
client of the group. The properties of the object
groups are shown below. The effective management
of object group is critical for coordination of
objects. There are researches integrating their
methods in the object group model [9,10]. However,
the object group model is lack of group bindings
where it enables a fast search of objects by
knowing the objects information of each groups.

This work proposes the intelligent distributed
platform based on dynamic group binding (DGB).
The intelligent model uses the extracted rules from
the databases for dynamic replication to provide
QoS. There are two agents focused by this research:
data miner and data compressor agents. The data
miner agent, which is a mobile agent, performs data
mining on the service node databases. Data mining
technique is used for rule extraction and integrates
the rules in the intelligent model. To support data
mining, a data compressor agent (DCA) based on
neuro-fuzzy classifier is presented. Data miner agent
sends request to a local agent manager (LAM) for
data. DCA merges the less frequent dataset using
neuro-fuzzy classifier. After transmission from DCA,
data miner agent decompresses the data and
processes data mining. Performance result shows
that proposed algorithm is more accurate compared
to other methods.

2. Related Works

2.1. Data Mining using Mobile Agents

Intelligent systems utilize large data across the
network of computers to be process and extract
knowledge. Data mining in mobile environment
using the location-aware agent [11] is used to
gather location information from location-based
services (LBS). This is done by sending a mobile
agent to the LBS from the user agent then the
mobile agent performs the classification mining in
the database. The result is sent back to the user
agent to provide the location information. A
location-based service based on multi-agent is
presented in [12]. Multi-agents are used for
efficiency of location management by using a
nearest neighbor search on the hierarchy of the base
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station. The location agent manager manages the
of the
communicates to location agents which predict the

services location-based ~ service and
location of the mobile user. Association rule mining
is used to retrieve the previous movements of
mobile users and produce a prediction model for
locating a mobile user. A collaborative framework is
proposed for efficient data mining of location
information in the location based-services [13]. The
researches mentioned deals with large data and
should consider a data compression technique to

prevent errors in transmission.

2.2. Data Compression Techniques

Data compression is a method of reducing the
packets or bits of information and reduces errors of
data. There are two types of compression mostly
used by researches. Lossless technique [14] is a
type of data compression which converts the data
into set of binary codes to rteduce storage size
while lossy compression [15] performs a reduction
or transform data to remove noisy and unnecessary
resuits. Huffman coding, a type of lossless
compression, uses shorter bit pattern for more
common characters and longer bit patterns for less
common characters. Wavelet transforms [16] are
used for data mining and is one type of the lossy
technique. Wavelets are effective to remove noisy
data caused by errors. The principal component
analysis (PCA) is used by Gerardo [17] in data
mining to performed data reduction from data.
These two popular methods, loosy and lossless
compression, are used on data mining to provide
relevant information from the data. However, the
disadvantage of using this is time constraint on
large data which can affect data transmission.

Fuzzy classification is based on the concept of

fuzzy sets, which was conceived by Lotfi Zadeh
[18]. Typical fuzzy data analysis discovers rules in
large set of data and these rules can be used to
describe the dependencies within the data and to
classify a new data [19]. Neuro-fuzzy systems are
fuzzy classifiers and uses neural networks for
learning by performing induction of the structure
and adaptation of the connection weights [20,21].
The neuro-fuzzy classification (NEFCLASS) is
consisted of 3 layered perceptron. The Ist layer is
for inputs (Uy = {x1,*, Xa}), 2nd layer is for
generating rules (U> = {R;,"--,R}), and 3rd layer is
output layer (Us = {ci,""",cm}). The values from the
input and rule layer are evaluated in the connection
of the hidden and output layer. For all output units,
the net input net. is calculated Equation 1.

B ZRFUZ W(R,c) oy
YR

ReU,

net

@

The algorithm also is suitable to estimate the
class of an attribute because it deals with a partial
membership and process the classifier in its fuzzy
system. In our work, we use the neuro-fuzzy
algorithm to identify the less frequent data and
merge it to the classified dataset. A threshold value
is used to adjustment the data compression ratio.

3. Intelligent Distributed
Platform based on DGB

Intelligent system models are mostly researched
systems where approaches are solutions to the
previous problems experienced in classical systems.
wide distributed
environment where it proposed the support for very
large implementation of distributed systems [22].

Globe project considers a
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However, this lacks of intelligence and
reconfigurable  knowledge. In this study, an
intelligent distributed platform based on dynamic
group binding is proposed which addresses the
necessity of an intelligent approach in distributed
environment. Also, the efficiency of data acquisition
and rule extraction is considered. The global view
of the proposed intelligent model is shown in
Figure 1 which consists of three layers physical,
logical and application layers.

Fig. 1. Architecture of the intelligent
distributed platform

The proposed system uses multi-agents to
implement the cooperation and automation of tasks
and to have transparent behavior of services in
managing clients and servers. The physical layer
represents networks of different computers like PC,
laptop and PDA. The logical layer acts as the
middleware  where services are transparently
executing by the request of clients to the objects.
Interaction of clients and object services are handled
by the logic layer. The physical layer and
application layer does not need to know the
configuration on how to find, where to find and
how to manage the resources but transparently

executes the services to work with the client and

servers. Also, the intelligent algorithms are applied

inside of this layer. The application layer is

consisted of objects and agents utilizing the
distributed environment. The proposed intelligent
model meets the following design requirements:

¢ Dynamic replication with load balancing and fault
tolerance: quality of service (QoS) is important
to clients where object replication is implemented
to handle the large number of client requests. In
contrast of QoS, the management of the
replicated objects is mnecessary and each load
from servers must be balanced in able for the
system to provide reliable services and have an
optimal performance. Also, fault tolerance
schemes use object replicas in case an object
service fails to process.

e Scalability and transparency: scalability is
important where the expansion of services and
additional algorithms are considered. The system
is adaptive to the current changes of services
and objects. These changes are transparent so to
clients and servers do not need to know how to
configure and where to find the resources.

¢ Group management support: object group method
offers efficient management of objects. The
grouping scheme provides communication to
objects within the group and these enhances the
search for the appropriate object. In our work,
object group uses dynamic binding method
through other object groups in providing an
efficient search of objects.

® Multi-agent support: multi-agents are used for the
intelligent model. An agent acts as an individual
which promotes intelligence on how to utilize the
objects  autonomously.  Also, the inter
-communication of agents is considered in able
to cooperate on task and share the knowledge to

other agent.
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® Mobility support: mobile agent migration support
is necessary for searching of information or
providing service to the local node. Also,
security is considered for possible alteration data
and malicious attacks.

¢ Data mining support: support for data mining is
considered to extract the rules from distributed
databases. These rules are used to implement the
intelligent system by integrating significant rules
to the intelligent model.

3.1. Components of the Intelligent Model

3.1.1. Replication Service

The replication service (RS) creates and manages
the replica objects in the server. RSs within the
server are coordinating to other RS managing the
replicated objects. If an object has changed its
values then RS of that object communicates through
other RS informing to change the values of same
objects depends on the scheme used. Also, the
coordination of the RS decides which server is
allowed to create additional objects based on
scheme of the intelligent model.

3.1.2. Grouping Service

Grouping service (GS) manages the object groups
of the proposed system. All objects registered to the
GS when iitialized. A dynamic classification is
done to determine the membership of the object
based on its properties. The properties are
configured by the application users. This method is
proposed to dynamically classify and bind to object
groups. Object groups are bounded to other object
groups to make the service more efficient on
searching the objects and fault tolerant by using

object  replicas. The reliability of  group

communication promotes fault tolerance in case of
disconnection from an object replica. GS
automatically forwards the current request to the
disconnected object to another object replica. Figure
2 presents the dynamic group bindings of object
groups where group information is shared.

Fig. 2. Dynamic group bindings (DGB) of
object aroups

3.1.3. Load Balancing Service

The load balancing service is responsible for load
distribution. A load is defined as a single access of
client to an object. In accessing objects, the loads
are distributed to the object replicas and follow the
threshold values from [10]. An adaptive scheme is
used to distribute the loads in able to overcome the
problem from two common algorithms of load
balancing. The load balancing service coordinates
with the sub-components of the group which
determines the object replicas in distributing the
loads.

3.1.4. Locator Service

A locator service is proposed to classify the
request and searches the appropriate object. Locator
service processes the content of the request in a
classification method. Every group has a weight
value and the classifier processes the aggregation

rok
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method. The weight that has the smallest value is
the chosen object group to process the request
contents by comparing the object’s attributes from
the group based on Equation 2. ¢ is the summation
of the absolute value from the Euclidian distance of
the object service (O,) and request content (RG,).

c=>110,-RC, | @
I=1

3.1.5. Data Miner Agent

The main function of data miner agent is to
extract rules from database of the service nodes.
Before deploying, the data miner agent request
verification from the local agent manager to process
verification. After sending the data from the data
compressor agent, the data miner agent decodes the
message and converts it into relevant data. Data
mining algorithm is process to generate rules from
database of server nodes.

3.1.6. Data Compressor Agent

Data compressor agent (DCA) has the function of
data preprocessing and compression. LAM request
DCA for sending the data to mobile user. First,
DCA prepares the data for transmission by
compressing the data. The preprocessing of data
uses mneuro-fuzzy classifier to merge the less
frequent datasets. After the preprocessing procedure,
Huffman coding is applied to produce shorter bits.

4. Data Mining Model using
Mobile Agents

The data compressor agent (DCA) performs the
lossy and lossless data compression. In the study of
Holtz [23], these methods are used on image and

video compressions for network transmission. In our
study, these methods are used for data transmission.
The lossy compression is based on neuro-fuzzy
classifier which determines the less frequent datasct
and merges it to the more frequent dataset. After
the process, lossless technique using Huffman
algorithm is applied and sends to the data miner
agent. In Figure 3, DCA processes the proposed
neuro-fuzzy data compression and data encoding.
The compressed data is sent to user agent. Data
miner agent decodes the data and performs the
Apriori algorithm for the rule extraction.

T — -
Data ! Encoding. Compressed
Compressor ata.
H =

Data from
Bervice
Nodes(SN).

0
...................... : 1 /
WiredAwireless transmission. e
1
T
( Data Miner v B )
Agent. ' ecoding N7
]

1

'

i vy,

Aprior Lossiass ! ..
Rute Agorihm ; Comemssin [
exracted  H g0 L Descder
from SN. H \
' ' J

" R

Fig. 3. Procedure of the proposed data
compression

4.1. Data Compression based on Neuro-
fuzzy Algorithm

The proposed data compression classifies less
frequent dataset (LFD) and the merges to the
appropriate dataset. Numeric values of data are
transformed to categorical values before the
frequency count. The (D:) is defined as a single
combination of values from all data. The
freqCount(D,) counts the frequency of set D
containing in the transactions of the database. To
determine if D, is an LFD, we get the frequency of
the dataset (FD) by the frequency count of D, is
divided by the total number of dataset. totaldata is
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the total number of data. The calculation of FD is
shown in Equation 3.

_ freqCount(D,)
totaldata

FD

©)

A threshold represented by threshold refers to the
percent value which is set manually. If the quotient
of freqCount(D,) and totaldata is less than the
threshold then D, is marked as LFD. The condition
of marking the D, as LFD is shown in Equation 4.

LFD(D,) = D, is LFD if FD > threshold ~ (4)

LFD is processed for merging after Equation 3.
Neuro-fuzzy classification is used to determine
which dataset (D) the LFD will merge. This
procedure uses the numeric values to process in
fuzzy sets. All dataset that are not LFD become the
rule nodes. Fuzzy sets from the linked connection
are trained by the dataset which is classified by the
rule node. The delta value is determined by
Equation 5 to adjust the fuzzy sets

Sp = 0x(1-0, )Zceu3 W(R,c)se ©)

After the training of fuzzy sets, the LFD are
processed in the structure of neuro-fuzzy. LFD
becomes input pattern to calculate the membership
function from each rule nodes. The conjunction
function of two values in Equation 6 is used.

# o, (%) =min{p, (x), p, (%)} (6)

The membership values are mapped by the
shared links or weights of fuzzy sets. These values
are aggregated to the rule nodes. Then the rule
node values are compared to each rule node and
the one has the greatest value is the chosen node

for merging the LFD. Equation 7 shows the
procedure of comparing and merging process.
D, = ZCompare(R,.,Rf), if R,>R, then f =i

i=t

Merge(D,,D.) where D, is LFD %)
f x

]
Node(Ry) = Rule aggregated value

G = choosen dataset
for each input x; do
for each 4 do
begin
1% = 1 oy
end
for each Ry do
for each antecedent A; do
begin
if R (1) is not 0 _
then Node(Ri) = current value of Ry + 1%
end
for each Rido
begin
if Node(Ry) has greatest value
then choose K index
end
return G,

Fig. 4. Neuro-fuzzy classification algorithm

D, is merged to Dy which is the dataset has the
highest membership value. The merging process also
implies addition to the frequency count of Dr and
removal of D, Figure 4 shows the pseudo code of
the neuro-fuzzy classification choosing the dataset.

4.2. Apriori Algorithm

Data mining is applied to extract the rules from
databases which are integrated in the proposed
intelligent model. Apriori is used to provide a
comprehensive association rule extraction from the
data. The steps of Apriori algorithm are presented
below.

1. Join step - find L;, a set of candidate
k-itemnsets by joining Li; with itself.
2. Prune step - C; is generated as superset of L,

sk olEjLl HESs| (8H33)
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that is, its members may or may not be
frequent, but all of the frequent k-itemsets are
included in Ci

The Apriori property implies that any (k-I)-item
that is not frequent cannot be a subset of a
frequent k-itemset, hence, the candidate can be
removed. Rules extracted from data mining method
are stored in the data miner agent until it returns to
original host. After returning to the original host, it
sends the rules to be analyzed and processes for
reconfiguring the settings of the intelligent model.
Figure 5 shows the procedure of rule acquisition
from databases and integration of rules to the
intelligent model.

wirediwireless p{vcmg of integration of the

transmission extracted rules
Ineelligeis
" - ‘ Maods}
databases of the data miner Ewacled
computer rodes ageat rules

Fig. 5. Data mining process in the distributed
databases using mobile agents

5. Experimental Evaluation

The data compressor agent and data miner agent
were developed in Java programming language.
Borland Visibroker was used to implement the
intelligent distributed platform in CORBA. The
proposed neuro-fuzzy data compression was coded
in the data compressor agent while the Apriori
algorithm was coded in the data miner agent.
Different OS were used like Solaris, Linux and
Windows for the heterogeneous resources of
databases. Figure 6 shows the initialization of the
grouping service and registration of objects. The
membership of each objects are registered and each
are assigned to a group based on its properties.

Also, replication and load balancing services are
initialized at this point. Monitoring of objects loads
is also presented in Figure 6 where each access of
clients is recorded as a load. Data miner and data
compression agents were simulated and the results
are described in Section 5.2. The performance
measures are discussed on the following subsections

NS

Fig. 6. Screenshot of dynamic group binding
by the grouping service

5.1. Performance Measures

Server/client operation based on intelligent
distributed platform is simulated and the results of
client requests are stored in the database. The data
were frequency usage of objects associated with the
type of service offered from the physical server or
service node. The inputs were scaled into least,
mediym and most requested. There were 1000
datasets gathered to perform the simulation. The
following formulations were used to measure the
efficiency and reliability of the proposed algorithm.

Let K be a coding of an information source.
That is, for each source symbol a;, we have a code
word K(a;Jand we know the probability P(a;) of a.
Denoting by d the length of the word K(a;), we
can compute the average length Lof code word:

138

2007. 6



SN & dield 7jdte| et ofo|HEE 0|88 QHE/HE

A B3

Z
L) =]

A

L=%d,P(a,) ®
i=1t

The smallest average length from Equation 8
indicates that it is more efficient. We can say that
the proposed data compression provides smaller L
of the information because we remove the dataset
that has less probability and also merging the LFD
from highest probability sets. Processing the new
values on Huffman algorithm minimizes the
structure of the tree and the word length is
reduced. Equation 9 derives the compressed size by
dividing the total number of data into the ratio of
the output.

n

3 o)
uﬁmanz (D))

total size =

The Apriori algorithm is used to generate
association rules. Applying the proposed algorithm
removes the less frequent dataset which are
considered not important and merged to other
dataset. The effects of setting a high threshold
value are a relatively high support for the
confidence of a datasets because of merging process
which implies more association rules are generated.
However, some interesting rules might be removed.
It is important that the threshold is set appropriately

n n

P
AvgP = ———Ziz‘ -
n

,AvgR==5—"" ()

In classifier algorithm, recall and precision are
performed by cross-validation of the classified
instances. To evaluate the accuracy performance of

the neuro-fuzzy algorithm, these measurements were
used. This is done by calculating the average
precisions in Equation 10 where AvgP is the
summation of precision (Pn) of classes divided by
the number of classes and average of recall
indicated by AvgR is the summation of recall (Rn)
of classes divided by the number of classes. The
number of correctly classified instances is used to

determine accuracy.

5.2. Resultof Data Compression and
Rule Extraction

5.2.1. Data Compression

Data compression supports mobile agent in data
mining the distributed environment. The result
presents the efficiency of using the proposed
algorithm in data compression method. Figure 7
presents the compression ratio results of using
neuro-fuzzy based data compression (NFDC) with
threshold values of 1%, 2%, 3%, 4% and 5% and
normal compression (NC) without merging. The
threshold from the proposed algorithm indicates the
compression factor where setting a higher threshold
value means a result of smaller data size which is
a less constraint on sending the data. Also, the
values from the threshold affect the reliability of
rule extraction. After executing the neuro-fuzzy
preprocessing, a Huffman compression was done.
The graph shows that NFDC has a decrease its
ratio as the data increases compared to NC. Setting
up a higher threshold also implies a high
compression rate because the LFD is deducted and
the highest probability is incremented by the merge
function. However, it is important to set a correct
threshold to acquire interestingness of data as well
as of acquiring the smaller size data.

rot
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Fig. 7. Result of data compression

The accuracy of classifying the data by the
merge function of NFDC was compared to other
high accurate classifiers. LFD were classified by
using NFDC and other classification algorithms.
Results of precision and recall (Equation 10) are
presented in Table 2. The result shows that the
accuracy of classification of NF is much similar to
other highly accurate methods like the MLP.
Neuro-fuzzy has the highest output from precision
and recall which has an average of 0.943 and
0.936, respectively, compared to Simple Logistic
094 (1), 0925 (3)), MLP (0937 (2), 0.94 (1)),
and FuzzyR (0.67 4), 0.65 (4)). Moreover,
compared to FuzzyR, a fuzzy rule classifier, NF is
28% better accuracy of classifying.  Also,
performance on processing time of classifying is
observed where the NF is the second fastest
processing time which has 1.2 seconds compared to
FuzzyR (0.8), MLP (2.56) and SL (11.45).

Table 1. Result of precision and recall

5.2.2. Rule Extraction

Rules extracted from mobile data mining are
integrated in the intelligent model for optimal
system performance. After processing the data
compression, the data are sent to data miner agent.
The result of generated rules using NFDC and
normal data was compared. The threshold was set
to 1%. The data attributes has a service type
indicated by SERVICE and object type indicated by
OBJx. Table 2 shows the lists of first 5 results
from the process. The first rule from Table 2
means that if OBJ2 is least requested then it will
imply OBI3 is most requested with a probability of
99 percent for PC and 97 percent for normal. The
same way of explanation can be done to other
rules. NFDC generated a total of 38 association
rules while 37 for a normal. It is also noted that
there are strong similarity of rules obtained between
two methods. But observing each confidence, NFDC
has an increase of confidence. This is because the
data merges on some high frequent dataset and the
distribution of frequency of LFD to the datasets.
The proposed algorithm retains the original data and
provides higher compression rate.

Table 2. Association rules generated from
the data of service nodes

Confidence
Association rules, showing only 5
NFDC | Normal
OBJ2=least req. OBJ3=most req. 0.99 097
SERVICE=Type B OBJC3=most req. 099 0.98

OBJ1=medium req. OBJC3=most req. 0% | 097

. Average Average
Algorithm Precision Recall OBJ1=most req, OBJ3=most req, 099 | 096
Neuro-fuzzy(NF) 0943 0.963 OBJ2=least req.
Simple Logistic (SL) 094 0925 OBJ1=most req. OBJ3=least req.
09 | 099
Fuzzy Rule (FuzzyR) 0.67 0. 65 OBJ2=most req.
Multi-layered Perceptron
0.937 0.94
(MLP)
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It is assumed that different content of data also
varies in setting the appropriate threshold value. The
result from 1% is enough to obtain the reliability of
the data for data mining method. Setting up a
higher threshold will remove the details from the
data and the rules can be unreliable. The rules
shown in Table 2 are integrated in the intelligent
system. The system analyzes these rules and then
the configuration from the services adapts the
changes based on the pattern described by the rules.
In Table 2, the cases where the object is most
requested are determined and assumes that it needs
more replication of that to provide QoS which is
the responsible of the RM service.

6. Conclusion and Future Work

Intelligent system needs large amount of data for
accurate analysis. Acquiring large data is a
constraint in data mining the distributed system.
Data compression is a solution to reduce the
copstraints in wired or wireless transmission. This
work proposes the intelligent distributed platform
based on dynamic group binding and introduces a
data mining model using mobile agents. The
requitements of the intelligent distributed platform
and components were discussed. The prototype
implementation of the intelligent distributed platform
based on dynamic group binding in CORBA is
presented. Performance of the system focuses on
efficient data acquisition and rule extraction by
using mobile agents for the intelligent model. The
result shows that the data compression supports data
mining in mobile environment by data reduction.
Moreover, the rule extracted based on the result of
compression is mostly similar to the normal
association rule mining which shows the reliability
of the rules. These rules are integrated in the

intelligent model to reconfigure the proposed system.
This research limits the technical details of rule

integration used in the intelligent model and more

details from it will be the future research work.
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