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PARTIAL SECOND ORDER MOCK THETA FUNCTIONS,
THEIR, EXPANSIONS AND PADE APPROXIMANTS

BHASKAR SRIVASTAVA

ABSTRACT. By proving a summation formula, we enumerate the expan-
sions for the mock theta functions of order 2 in terms of partial mock
theta functions of order 2, 3 and 6. We show a relation between Ramanu-
jan’s p(g)-function and his sixth order mock theta functions. In addition,
we also give the continued fraction representation for y(g) and 2nd order
mock theta functions and Padé approximants.

1. Introduction

Ramanujan’s last letter to Hardy [10, pp. 354-355] introduced mock theta
functions. He listed 17 such functions and assigned them orders of 3, 5 and
7. Watson [12] found three more mock theta functions of order 3; two more
of order 5 were found in the “lost” notebook [8]. In his last letter to Hardy,
Ramanujan explained the mock theta function.

A mock theta function is a function f(q) defined by a g-series, convergent
for |g| < 1 which satisfies the following two conditions:

(0) For every root of unity ¢, there is a #-function 6¢(g) such that the
difference f(q) — 0¢(g) is bounded as ¢ — ¢ radially.

(1) There is no single #-function which works for all ¢ i.e., for every 6-
function 6(g) there is some root of unity ¢ for which f(g) — 8(q) is
unbounded as ¢ — ( radially.

Gordon and Mclntosh [7] developed a method for obtaining mock theta
functions from ordinary theta functions by performing certain operations on
their g-series expansions. Using this method, they constructed 8 new mock
theta functions and called them of order eight.

In 1981, Andrews [2] defined two functions and recently McIntosh [8] con-
sidered these two functions and called them of order 2. Using an identity [7,
(2.1)], he gave alternative definitions for these two second order mock theta
functions. We show that these alternative definitions can be easily obtained by
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using the transformation formula given by Fine in chapter 1 of his remarkable
monograph [5], (see also [6, p 11]). By using Heine’s transformation, we give
yet another definition for these two second order mock theta functions. By us-
ing Fine’s transformation, these two second order mock theta functions reduce
to 2¢; basic hypergeometric series. Naturally, different transformations of 2¢;
series provide different alternative forms.

In some of Ramanujan’s unpublished work, (now published as “Lost” Note-
book) a number of identities and expansion formulae for partial sums of theta
functions are mentioned without proof. A study of these partial sums, identities
and expansions has been made by Andrews. Andrews observed that some of
these partial theta function identities have interesting number-theoretic inter-
pretations. These previous studies by mathematicians of partial theta functions
motivated us to define and study partial mock theta functions. We define par-
tial mock theta function as the partial sum of the infinite series representing
these functions.

In section 3, we give alternative definition for these second order mock theta
functions and Ramanujan’s u(q) function using Heine’s transformation.

In section 5, we give a general expansion formula.

In sections 6, 7 and 8 we give relations between mock theta functions and
partial mock theta functions of order 2, 3 and 6 and Ramanujan’s function
1(q). u(q) appears in a number of identities given by Ramanujan [9]. Andrews
[2] has studied this function in detail; its relation with sixth order mock theta
function is very interesting.

In section 9, we show a continued fraction representation for second order
mock theta functions and p(g) and also Padé approximants. Padé approxi-
mants [4] has very wide applicability in mathematical approximation and an-
alytical function theory. Padé approximants are a particular type of rational
function approximations to the value of a function. The key idea is to match
the Taylor series expansion of a function with its rational algebraic expansion,
as far as possible.

2. Notation

The following g-notations have been used. For |¢*| < 1,

(@;¢")n = ﬁ(l —ag¥), n>1
(a;q%)o = 1J,=0
(20%)o0 = ﬁ(l — agM),

(a)n = (Jaz;oq)n,

(a1,02,...,am;¢")n = (a1;¢")n(a2; ¢®)n - - (@m; ¢ )n.
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A generalized basic hypergeometric series with base ¢; is defined as

Ada_1lai,a2,...,a4;b1,b2,...,b41;q1,7]
. n
_ Z al,q1 (a4 q1)nz <1
(b1;q1)n bA 1391)n(q15G1)n

3. Alternative form

Andrews (2] defined the second order mock theta functions as

(n+1) n+1
q q n
1) -3 Tt S
=0 749 n=0 ¢ )n+1
q” S q"
(3:2) _y Cdid Z :
= @ = (G8)nn
and
00 2
(=1)"¢" (¢;¢*)n
3.3 =S"1271 D9 /n
(83) #la) ,; (—¢%¢%)a

The last function p(g) appears in Ramanujan’s “Lost” Notebook. The equal-
ity of the two series in (3.1) and (3.2) were shown by McIntosh[8], by using the
identity [8, (2.1)].

However, we can prove the equality easily by using the following transfor-
mation formula of Fine [5] (see [6, p. 11]):

oo (b/a>n(_ax)nqn(n——1)/2
(34) (1= 2)201(g,a5b;2) = :
eeibia) =) =

Making ¢ — ¢® and taking a = —¢?, b=¢3, 2 = gand a = —¢, b = ¢d,
x = q respectively, in (3.4), we get the equality in (3.1) and (3.2), respectively.
Letting ¢ — ¢ and taking a = —q, b= —¢?, z = —1 in (3.4), we get

o) 2 o0
(=1)"¢" (¢:¢*)n )" (=g:¢*)n
(3.5) g =S L L Wd)n o~ 172 TG n
W= Caer =l
which gives an alternate definition for u(g). The second series in (3.5) does not
converge in the usual sense; however, it converges in the Cesaro sense [3, p.205]

which in this case is equal to the limit of the average of consecutive partial
sums.

n=0

By (3.1),
(3.6) Alg) =1 1 q2¢1(q2, —¢% 4% ¢% 9),
1 2 3, .2
(3.7) Blg) = 7 _qz¢1(q =494, 9),
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and

(3.8) 1(q) = 2201(¢%, —¢; —¢% ¢%, —-1).

By using the following Heine’s transformation formula, we shall give yet another
alternative form for these functions:

(3.9 (2, €)oo ®(a, b; €; ) = (b, ax)od(e/b, ; ax; b).

Letting ¢ — ¢° and taking a = —¢%, b = ¢%, e = ¢® and z = ¢ in (3.9) and
using (3.6), we get

2.2\ (3.2
(3.10) Aq) =14 ’q(zl‘f"q(z)f ) 51 (g, —0% ¢ 6P)

By interchanging the sign in the values of ¢ and b in the above we have

(3.11) Ag) = %2%(—% 34% 4%, —4%).

Similarly for B(q), let ¢ — ¢ and takea = —¢, b=¢*, e = ¢®> and z = ¢ in
(3.9) and use (3.7) to get

(3.12) B(q)—((qq%zqsl(q,q, —AA ).

For p(q), let ¢ — ¢®> and take a = ¢%, b= —¢q, e = —¢?, z = —1 in (3.9) and
use (3.8) to get

e 2
(3.13) pu(g) = %"izm(—l,q; -¢%¢% —q).

4. Partial mock theta functions

Partial mock theta functions are defined by taking the partial sums from 0
to N, and we denote by putting a suffix N in the notation for the mock theta
functions.

Thus
R e n (¢ ¢*)ng™™
(4.1) vl = (4:4%)% :;0 (% qz) ( 7 0)n
- de ;qzc.,oq(%?q ;q2)°°z¢1(q, -4, )N

Similarly for the other two functions.
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5. Main expansion formula

We shall be using Abel’s summation formula [3, p. 194]

(5'1) Zarﬁr = ﬁp+1 Z oy + Z Bm+1 Z (e 78
r=0

r=0

771

frequently, for giving a relation between partial mock theta functions and mock
theta functions. To get, we choose a, and 3, so that > .-, c is some partial

mock theta function, and } o, -3, is some mock theta function.

6. Relation between partial mock theta function A,,(g) and mock

theta functions A(q), B(q)
Case 1. Letting ¢ — ¢ and taking

2(0%; %) oo (=% 6®) oo (@; )22

Ay = 3
(g% (—a% a®)r(a?; ¢®)r
6, = (—¢% ¢)r
S L L
(=% ¢*)r

in (5.1) and using (3.10) and (3.12), we get

4By(q) — —-—E q::’q % Ap(q) = (1—'1); qz)'qz)

(
(6.1) P 2m+2
m=0
Making p — o0, we have
1- q oo o= (=4 ¢*)m+19""F?
6.2 qB(q) — Alq An(q).
©2 ol - Al = CSEEEe 57 CEOm T )
Case 2. Let ¢ — ¢° and taking
SR C T 9 P U
(@:6%)% (=4%¢*)r(a% 6%
g, = CLD)
(—a% ¢*)r
in (5.1) and using (3.10) and (3.12), we get
2(=*"*%¢%)

g2+, @)oo Bp(q) - AP(Q)

(6.3) 2m+2

(=
8 - 0)(—¢;¢%) o ) (=1;,¢*)m+19 Bo(q).

+q)(-1 Q) (-4 %) m
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Making p — oo, we have

(6.4) qB(q) — A(g) = (1~ Q)(—q;‘q2)oo i (~=L,¢)m+19

(=23 @) m+1

2m+2

Bn(q)

7. Relation between partial mock theta functions of order three
and partial mock theta functions of order two

Applying Heine’s transformation on Fine’s representation of the third order
mock theta functions, we get interesting relations between partial third order
mock theta functions and partial second order mock theta functions.

The transformed third order mock theta functions are:

(7.1) ¥(g) = %2%(%0; -%¢%,4%)
and
(7.2) w(q) = (—z]q—)lm(q,qﬂ 7, q).

Case 1. Letting ¢ — ¢° and taking

. = 12%0%)oo(=0% ) oo (0 6°)20%
(4:6%)%.(9% ¢*)r (—4% ¢)r
1
Br = ———
(g:4%)-
in (5.1) and using (3.10) and (7.1), we get
) ) p 2m+1
(7.3) (@*7%6%) oo Ap(9) — ¥o(9) = (5 4o Z —An(@)-
m=0 49 m
Making p — 0o, we have
5 o0 q2m+1
(74 A(g) —¥(9) = (g9 v Am(q).
) @90 = @ X LI ant0)
Case 2. Letting ¢ — ¢? and taking
. = (@8 (g 6%)20%
(66*)2%(¢% )
1
/67' B (—q3;q2)r
in (5.1) and using (3.10) and (7.2), we get
- b q2(m+2)
(7.8)  Ap(@) — a(=4°"*% ¢*)oowp(q) = (—¢; 7)o Z W“’m(‘l)-

m=0
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Making p — o0, we have

2(m+2)

(7.6) A(g) —quw(g) = oo Z wim(q)-

m=0 m+1

8. Relation between sixth order mock theta functions, Ramanujan’s
function u(q) and second order mock theta functions

Ramanujan’s u-function found in “Lost” Notebook [8] is

oo

(8.1) wulg) = Z _(L)nqn_(i(f)_n

— (%)

and the sixth order mock theta functions, also found in “Lost” Notebook, are

(8.2) o)=Y (;DZL)ZL%
= (D)™ (g5 ¢7)n

(8.3) '(/)L(Q)—; oo ’

(8.4) Vi(—q) = — = gV (=g ¢*)n

1-q = (a%¢*)n(g%¢%)n

We have put a suffix L in the definition to differentiate it from other mock
theta functions with the same notation.

The expansion (5.1} gives the following curious expansions:
Case 1. Letting ¢ — ¢ and taking

(—g; g+’
(1 - 9)(=¢% 4%+ (g% ¢*)r
5, = UL
(¢%¢)r
in (5.1) and using (3.10) and (8.4), we get

ay =

24,(q) + %m(w)

(8.5) (g 2)p+2
' 1449 w— (-1 q2)m+1¢12’"+2
1 — q ZO m+1 wLm( Q)-
Making p — oo, we have
(_1§ q2)oo = m—|—1q2m+2
8.6) 2A(q) + ——+— —q)-
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Case 2. Letting ¢ — ¢” and taking

(—g;9%)rg" D’
Ay = "5 5
(1—9)%(¢%¢%)2

5, = (6% &)~
NCYETON
in (5 1) and using (3.10) and (8.4), we get
2q; q g @ )m419°" 2
1) bunl-a)+ FELE 4q) =~ Z s
Making p — oo, we have
2 2m+-2
99 )o q;:9 q
88 vil-0)+ ChA@) = -(+a) Z ( )m;;) ——t
! m=0
Case 3. Letting ¢ — ¢? and taking
o o CUC @)
(—¢%¢%)F
6 - (_42;42)1-
g
in (5.1) and using (8.1) and (8.2), we get
-1; 2
2015(0) ~ (=P ()
(8.9) 3,9° )p+1
. 1, .
- q) Z - qq)Z’;’l " pn(a).
m=0
Making p — oo, we have
-1;¢?
2%.(q) — %_—_a%:-:u(q)
(8.10) o~ (’—1'42) 417"t
=(1- L .
(1-g) n;o Cadmm @

Case 4. Letting ¢ — ¢? and taking
(-1 (g;¢%)-g"
(~¢:¢*)r(~a% %)’
_ (4P
= EEe,
n (5.1) and using (8.1) and (8.2), we get

r =

2m+1

-4;¢° 1 o~ ; 2 m
B R0 -0 = (-0 ) (RO )
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Making p — oo, we have

(8.12) %’—’—é))—%(q) ) =(1- 3 CEDmT" g )

9. Continued fraction representation, Padé approximants and
convergents for second order mock theta functions

Agarwal (1] has given the continued fraction, Padé approximants and their
convergents for 201 (v, ¢; 7, z) as follows:

1
9.1 A, QY L) = ———
(9.1) 201(e, ¢;, %) T
where
et = (1—aq™)(1 —v¢" He"
(1- qu" D1 - yg?n)’
o —y¢")(1 = ¢"t)g"
(9.2) iz =
e 2")(1 — gty
The Padé approximants (n,n) and (n,n + 1) are
P,
Rnn: T
' Qn,n
where
" (a km - s
93) =3 2 ) vag/)
k=0 s=0
and
(94) Qn n — 2¢)1 < 1, q2n/,/y ;.’170((]/’7) ’
and
Pn n+1
Rnn = —,
et Qn,n+1
where
(9.5)
Py oy = SO TG 0)n (905 (97 O
’ (4 9)n (g7 D2n
~ (@)e(@r(vg™ kg ( A T )
X 4/ ),
kz=0 ’Y)k aq)k(g®)k 3¢2 q2+k7 q1+k a/

—-n-1 ,—n
(9.6) Qnnt+1 =201 ( g—zn/,’yq /o ;xaq/'y) .
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We shall write A(g), given in (3.1), as a 2¢; series and then use these results
of Agarwal [1] to give continued fraction representation and Padé approximants
for the second order mock theta function A(q).

Rewriting

q q) H
9.7) Al = Z (q 1 @)n (2% ¢%)n

1_q2¢1(q ,—4%6% 4, 9)-

In (9.1), let ¢ — ¢? and take a, = —¢?, v = ¢3, & = ¢, to get the continued
fraction representation

1—g¢ 1

(9.8) —A(g) = P

‘ =
where

_ (1 _ 2n+1)(1 +q2n+2)q2n

Tt = AT et 1y (1 7in+3)
and
(9 9) Fanes = (1 + q2n+l)(1 _ q2n+2)q2n+2
. nt2 =

(1 — g 3)(1 — ¢in+5)

Taking the above values of o,y and z in (9.3) and (9.4) the Padé approximants
are, if

P,
Rypn=—+—,
Qn,n
then
n 2 —2n —2n—-2. 2
q q kq —q g s
(9.10) § ) § _4,, T, ) 2(—¢%)
=0 5=0
and

2n

- —2n-2 -
Qnpn =201 ( 3_471’_({ ;4 —qz) ;
and (n,n + 1) approximants by (9.5) and (9.6) are
(_1)nqn(4—3n) (q4; qz)n(_q4; q2)n(q5; q2)n

Pn n -
i (4% ¢%)n(a% ¢)2n
(911) X Z (q 2n$q q2.q2)k( 2n+57q )kq2k
= k(=% a*)k(g* ¢k

—2n+2k 2n+2k+5 2

X 3¢2< q4+2k _’(411+2k 4 §427‘1)
q » —q

and

q—2n—2 _q—2n—2 5 2
(9.12) Qnnt1 = 261 ( q—4n—3, 9 g > '
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Similarly taking the definition of B(g), given in (3.2), and the definition of

u(q), given in (3.3}, we get the continued fraction representation and the Padé
approximants for B(q) and u(q).
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