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Abstract : The 3D DWT (The Three Dimensional Discrete Wavelet Transform) scheme is potentially
regarded as useful one on analyzing both spatial and spectral information. Nevertheless, few researchers
have attempted to process or classified remotely sensed images using the 3D DWT. This study aims to
apply the 3D DWT 1o the land cover dlassification of optical and SAR (Synthetic Aperture Radar) images.
Then, their results are evaluated quantitatively and compared with the results of traditional classification
technique. As the experimental results, the 3D DWT shows superior classification results to conventional
techniques, especially dealing with the high-resolution imagery and SAR imagery. It is thought that the 3D
DWT scheme can be extended to multi-temporal or multi-sensor image classification.
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1. Introduction

The discrete wavelet transformation has been
widely used in 2D image processing techniques:
compressing large-sized image sets, reducing the
noise of imagery, fusing and analyzing multi-scale
images. The 2D DWT focuses on the spatial
arrangement of pixel in one band rather than
analyzing color components or multi-spectral
features. The 3D DWT expands the 2D DWT to 3D
for multi-channel data or volumetric data. Recently,
the 3D DWT has been used in several engineering
and scientific domains. For instances, it was applied

to image compression and noise reduction in the
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medical images like MRI and CT (Ghugre et al,
2003; Chen and Ning, 2004). This scheme also was
used in video image compression (Klock et al, 1997,
Luo et al, 2004; Xiong et al, 2005). In other fields,
seismic data processing using the 3D DWT was
suggested for determining local orientations of three
dimensional reflectors and extracting the local scale
in migrated seismic data (Spendonck ef al, 2001).
Regarding remote sensing, space-borne images are
composed of several bands in the frequency order so
that it can be considered as a kind of 3D data.
However, there are rare application of the 3D wavelet
scheme to the analysis and the processing of space-

borne imagery. Few studies have been just carried out
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on hyper-spectral imagery compression (Cheung et
al, 2006) till now. As the 3D wavelet scheme uses
both spectral and spatial information simultaneously,
the 3D DWT is available to classify road, bare soil,
forest and building class, which are mixed with
various materials. In this study, the 3D DWT in
classifying satellite images is applied, and its results
are compared with their results quantitatively with

that of conventional classification.

2. Methodology

1) Wavelet Transform

The wavelet transform is a method of converting a
function into another form which either makes certain
features of the original signal more amenable to
investigate or enables the original data set to be
described more concisely (Addison, 2002). The basic
idea of the wavelet transform is to represent signal as
a superposition of wavelets. Wavelets are functions
that satisfy certain requirements of being integrated to
zero, especially the wave above and below the x-axis
and insure quick and easy calculation of the direct
and inverse wavelet transform (Antonini ef al., 1992).
The signals are represented by translations and
dilations of the wavelet, {/(¢) as follows.

fla,by= yla: Ixtony [ﬂz—”} dt )

The scale parameter ‘a’ is defined as [1/frequencyl
and corresponds to the frequency information. The
translation parameter ‘b’ relates to the location of the
wavelet function as it is shifted through the signal.
Thus, it corresponds to the time information in the
wavelet transform. This is the generic case of the
continuous wavelet transform (CWT). The CWT
computation may consume huge amount of time and

resources depending on types of used data sets and

A D

Fig. 1. Two-band filter banks for discrete wavelet transform.

target resolution. The discrete wavelet transform
(DWT), which is based on sub-band coding, is to
yield a fast wavelet transformation computation. As
well, it is rather easy to implement and reduce the
computation time and resources required. Sub-bands
of the digital signal are obtained by passing digital
filters. The target signal (S) is passed through the
filters with different cutoff frequencies at different
scales (Fig. 1). After passing the filters, two
decomposed signals, which are approximation (A)
and detail (D) or L band and H band, are produced.

Yhigh = ; x[nlg[2k-n)
Yiow = ;x[n]h[Zk -n)

@

Yhigh and Yyiow represent the output of the
highpass(g) and lowpass(h) filters, respectively after
subsampling by a factor 2 (Tzanetakis et al., 2001).

Similarly, the 2D DWT generates results by two
step processing: the initial filtering on the data in row
direction and the next filtering with respect to the
initial output in column direction by the same filters.
This leads at each level to 4 different sub-bands HH,
HL, LH and LL obtained by a combination of high
and low filtering (Mallat, 1989).

2) 3D discrete wavelet transformation

The 2D DWT decomposes data in row and column
direction. Meanwhile, the 3D DWT decomposes data

not only in row and column direction but also in
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depth direction. In terms of the wavelet space
decomposition, the 3D DWT can be constructed by a
tensor product by
V= FOHRLOH)Q(LBH)
= QL QL*PL QL QH*

O R RQLPH QL' QL €)

ELRFQHDH QL QH

PHQHQL*OH QH QH

where @ and & denote space direct sum and direct
multiplication, respectively. H* and L represent the
high and low-pass directional filters along the
direction of A-axis, where A={x, y, z} (Chen and
Ning, 2004). After the 2D DWT is applied in one
level, 4 sub-bands are created. Meanwhile, 8 sub-
bands are formed from the 3D DWT. Each sub-band
obtained through two frequency filters is named by
directions, frequency filter passed in: LLL, LLH,
LHL, HLL, LHH, HLH, HHL, and HHH. Fig. 2 is the
diagram of 3D wavelet decomposition in one level.

Fig. 3 shows the result of the 3D DWT using a

Fig. 2. The diagram of one level decomposition for the 3D DWT.

L b=t -IiT|

LLL LLH LHL HLL

3D DWT

LHH HLH HHL HHH
Fig. 3. The 3D DWT result simple model. The size of simple
model is 64 by 64 by 64 and 54 by 54 by 54 cube is in
the middle of model.

simple test model such as a cube having computed
numeric values differing from those of the
neighborhood. This test model is composed of
64*64*64 pixels. The size of the cube in the middle
of test model is 54*54*54 pixels. In this model, LLL
band, the result passed through the low frequency in
all direction refers the approximation of a given
model. Sub-bands which are passed high frequency
filter in only one direction show the each marginal
plane in that direction. Sub-bands by high frequency
filter in two directions delineate the boundary lines.
HHH band passed through high frequency in all

directions shows vertexes of angle.

3) The procedure of the 3D DWT based
classification

The work flow in this study is shown in Fig. 4.
Firstly, bands are arranged in the order of frequency.
And then, the number of data in row, column and
depth directions should be a power of two to
implement the 3D DWT using multi-spectral
imagery. In case of row and column directions, we
can adjust the size into a power of two when we

make a subset image. Whereas, in case of z direction,

Arrange bands )
in the order of frequency

I

Make the number of bands of
a square number of 2

!

\
( Implement 3D DWT
_

I

Classify imagery
using coefficient
( Classification assessment 1

Fig. 4. Flowchart of the 3D DWT based classification procedure.
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that is a band direction, we can make band numbers a
power of two by adding last band not to add arbitrary
detail information. The next step is to implement the
3D DWT. The used basis function is haar wavelet
which is advantageous in urban images containing
buildings and road boundaries where pixel value
changes dramatically and multi-spectral image has
not have many bands. Lastly, we classify the image
using original pixel and 3D wavelet coefficients and
then evaluate their results. The maximum likelihood
classifier is used for these image data sets. In previous
study, we tested classification using 3D DWT
coefficients and evaluate their results quantitatively
with those of traditional classification techniques
including the 2D wavelet scheme (Yoo et al, 2007).
In former study, we confirmed that the classification
technique of the 3D DWT is more effective than 2D
DWT based scheme as well as traditional
classification technique. However, all sub bands were
used in that study and there was the problem about
uncertain reference data. In this study, we focus on
comparing 3D DWT based classification method
with pixel based classification method. Among the
3D DWT sub-bands, only LLL and LLLH band are
used for classification because too much complicated
information in row and column direction interfere
with making land cover map. As only LLL and LLH

(a) Landsat7 ETM+

(b) Ikonos

bands are used for classification, the higher accuracy
can be obtained than the case of using all sub-bands.
Training data sampled at random and reference data
offered by National Geography Information
Clearinghouse of Korea (NGIC) are newly used for
this study.

3. Classification using the 3D DWT
coefficient

Three images were used for this study. Three data
images among them are optical images with different
resolutions: Landsat7 ETM+ and Ikonos images (Fig.
5(a), (b)). The other is the synthetic aperture radar
image, AirSAR image of Flevoland, Netherlands.
GRSS DFC provided that image for public uses,
which is composed of C, L, and P bands and full
polarization; HH, HV and VV (Fig.5 (c)). Landsat 7
ETM+ imagery is covered with Seoul, Korea and has
8 bands with spatial resolution of 15m (panchromatic
band) 30m (multi-spectral bands) and 60m (thermal
infrared band), but 7 bands were used for the case
studies in this study except for the panchromatic
band. The Tkonos imagery in Hobart, Australia is one
of ISPRS dataset collections (http://www.isprs.org/
data/index.html) and is composed of red, green, blue,

(c) AirSAR

Fig. 5. The original images: (a) Landsat7 ETM+ (30m), (b) lkonos (1m), (c) AirSAR (10m)
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near infrared bands (4m).

Fig. 6 shows the training data sets and reference
data sets. The reference data of Landsat7 ETM+ (Fig.
6(b)) is the land cover map provided by NGIC and
this map contains 6 classes: forest, water, grass,
residential or commercial area, bare soil and field.
The map can not be subdivided into individual
building because of low resolution. The reference

data of Ikonos image is divided into residential area,

forest, water, commercial area and grass (Fig. 6(d)).
The number of reference pixels by class is 142277 in
residential area, 42546 in forest, 84391 in water,
29224 in commercial area and 1892 in grass,
respectively. This reference set is collected from
image by visual check because classes in high
resolution image can be divided through eyes. The
reference data set of SAR image is obtained by visual
check from ground truth data provided by GRSS

- residential or commercial area

- forest
R o
l: field
Bl oo
[ 7] bare soil

-1‘esidcntia] area
- forest

- water

: commercial area
: grass

- bare soil 1 - peas
- bare soil 2 - potatoes
R verey [ 7] rapeseed
E grass - stem beans
[ ] tuceme B e beet

Fig. 6. The training and reference data sets for supervised classification with class indexes: (a) The training data set of
Landsat7 ETM+ image. (b) The reference data set of Landsat7 ETM+ image. (c) and (d) show the training data
and reference data of lkonos image. The training data of AirSAR image is (€) and the reference data is (®.
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Data Fusion Community test dataset. SAR image is
classified by 10 classes: bare soil 1 (3919 pixels),
bare soil 2 (3469 pixels), barley (3121 pixels), grass
{5610 pixels), lucerne (921 pixels), peas (2144
pixels), potatoes (17702 pixels), rapeseed (10579
pixels), stem beans (3571 pixels) and sugar beet
(5895 pixels). The training data sets of three images
are obtained 10% random sampling of each reference
data set (Fig. 6(a), (c), and (e)). The explanation
between the class and the color is given in the right
part of the reference data set.

Fig. 7 shows the classification results according to
image and method. In case of Landsat image, we
camnot check differences between the classification
result of original pixel value and the 3D DWT
coefficient in eyes (Fig. 7(a) and (d)). In the Tkonos

image, the result of classification using the 3D DWT
coefficient differs from the result of original method
(Fig. 7(b) and (e)). Especially residential area is
extended remarkably. Forest, grass and water classes
are composed of simple features respectively.
Meanwhile, residential area is composed of various
features such as house, grass, wood, and road.
Accordingly, the result of 3D DWT based
classification is shown extended residential area
because of reducing spatial variations.

In Fig. 7(c) and (f), the 3D DWT coefficient is
more effective than the original pixel in SAR
imagery. The speckle noises of SAR image are
reduced by enhanced Lee filter before the
classification. However, Fig. 7(c) has too much
speckles yet. Meanwhile, the 3D DWT method

(b)

{©)

(d)

(e

M

Fig. 7. The maximum likelihood classification results. Original pixel values are used for classification in (a), (b) and (c) and the 3D

DWT coefficients are used in (d), (e) and (f).
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makes dramatic effect in SAR imagery as removing
H bands in spatial direction among 3D DWT sub-
bands makes speckle noises reduce. These are only
visual assessments. For the accuracy assessment to
evaluate quantitatively, the following section shows

quantitative accuracy assessments for these results.

4. Accuracy Assessment

To evaluate the ability of classifying image linked
with the 3D DWT scheme, the classification
confusion matrixes are presented. Table 1 shows the
overall accuracy and kappa coefficient for all applied
images. As shown in the Table 1, the classification
accuracy using the wavelet coefficients is higher than
that of conventional methods on all cases (Landsat7
ETM+, 68.6293%; Ikonos, 86.1267%; AirSAR,
97.6832%). These results are thought to cause that
traditional methods have used only spectral
information, whereas the 3D wavelet method can use
both spectral and spatial information in classification
processes. The accuracy improvement of AirSAR
images is the most conspicuous among three test
images from 60.2203% to 97.6832%. These results
seem to be shown due to the elimination of the
speckle noise effect caused by 3D DWT. The overall
accuracies of Landsat7 ETM+ image are the lowest
among three images. This result is referable to
reference data covered with whole area. The overall

accuracies of other images are higher than that of

Table 1. The overall accuracy and kappa coefficient of
classification results (in percent). Kappa coefficients
are given in parentheses after overall accuracy. The
case of using original pixel values is marked as
‘original’. ‘3D DWT' means using the 3D DWT
coefficients for classification.

Landsat image, as we used not whole area but
selected representative area by class for accuracy
assessment.

To check the accuracies by class, user’s accuracy
by each image are presented in Table 2, 3 and 4
respectively. User’s accuracy is computed by
dividing the number of correctly classified pixels in
each category by the total number of pixels that were
classified that category. This is a measure of
commission error and indicates the probability that a
pixel classified into a given category actually
represents that category on the ground.

Table 2 shows the user’s accuracy of Landsat
imagery according to classes. The water class has the
highest accuracy on using the 3D DWT coefficients
(83.53%). In forest, water, residential or commercial
area and field classes, the cases of using the 3D DWT
coefficient have higher accuracy than the cases of
using original pixel values. The accuracy of forest
class increases from 79.64% to 82.11%. The accuracy
of water class improves from 75.61% to 83.53%. The
accuracy’s improvements of residential or
commercial area and field classes are from 78.72% to
81.69% and from 24.61% to 27.82%, respectively. In
grass and bare soil class, there are only small
differences between original pixel and the 3D DWT
coefficient but these classes are more accurate in case
of using original pixel values. Grass, bare soil and
field classes have relatively low accuracy (grass
(25.95%), bare soil (18.91%) and field (27.82%)).
These classes are the cause of low overall accuracy.

Table 3 is the user’s accuracy of Ikonos image.

Table 2. The user's accuracy of each class in Landsat7 ETM+
image (in percent). ‘R or C' means residential or
commercial area class.

forest | water | grass |RorC |baresoil| field

Landsal] ETM+ Tkonos AirSAR original| 79.64 | 75.61 | 2674 | 7872 | 19.14 | 24.61
original | 682593 (0.5330) | 77.0351(0:6914) | 60.2203 (0.5409) DDWT| 8147 | 8223 | 27.22 | 80.78 | 1901 | 27.67
3DDWT]| 686293 (0.5554) | 86.1267 (0.8043) | 97.6832(09722) 3DDWT| 8211 | 83.53 | 2595 | 81.69 | 1891 | 27.82
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The 3D DWT coefficient is more effective in
residential area, forest and water classes for Ikonos
image. Especially, appreciable improvement is shown
in residential area class (from 54.72% to 73.64%).
However, the comme;rcial area and grass classes have
lower accuracy in case of using the 3D DWT
coefficients.

The accuracy statistics for each class in AirfSAR
image is shown in Table 4. On using SAR, the
accuracy using the 3D DWT is the highest in all
classes. Especially, the accuracy of sugar beet class
increases from 30.17% in case of using original pixel
values to 97.50% in case of using the 3D DWT
coefficient. The 3D DWT coefficient makes a great
advance in bare soil 2, barley, lucerne, peas stem
beans and sugar beet classes. The user’s accuracies in
almost classes are greater than 90% in case of using
the 3D DWT coefficient. These all results are
attributed that removing H bands of the 3D DWT
scheme reduce speckle noises.

Judging from this accuracy assessment, the
proposed 3D DWT coefficient shows good results on
the high resolution imagery and SAR image

containing speckle noises.

Table 3. The user’s accuracy of each class in lkonos image (in
percent). Residential area and commercial area are
signified by ‘residential’ and ‘commercial’, respectively.

residential| forest water

original| 95.03 | 77.69 99.99
3DDWT| 96.33 | 89.35 | 100.00

commercial]  grass
1497

Table 4. The user's accuracy of each class in AirSAR image
(in percent).

bare soill |bare soil 2| barley lucerne
original| 100 4075 | 50.89 | 9388 | 2595

3DDWT| 100 9541 | 9921 | 9941 | 9026
peas | potatoes | rapeseed |stem beans| sugar beet

original| 23.12 | 8245 | 7466 | 6334 | 30.17
3DDWI| 8107 | 99 | 9925 | 9558 | 97.50

5. Concluding Remarks

In this study, it is carried out the classification
using the 3D DWT coefficients and the quantitative
accuracy evaluation concerned. The suggested
methods are more effective than the pixel based
scheme. The 3D DWT coefficient can increase
classification accuracy without adding new
information because the 3D wavelet scheme uses
both spectral and spatial information simultaneously.
The 3D DWT is more effective to classify road, bare
soil, forest and building class, which are mixed with
various materials, than water and grass class that are
classified rather correctly even though using
traditional method. The 3D DWT based classification
method shows especially higher accuracy in SAR
imagery contained speckle noises. Also, the 3D DWT
value can be expected to apply for simplifying
classification result and generating land-cover
thematic map.

Only one image by sensor is used for this study
and some of area is used for accuracy assessment.
However, this result shows that possibility of
applying the 3D DWT scheme to the classification of
multi-spectral and SAR image. We just applied the
3D DWT based scheme to multi-spectral image
classification, but it can be extended to multi-
temporal image classification or other image

processing later on.
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